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Abstract

Two distinct systems of surface reactions involving complex organic molecules were studied on single crystal metal surfaces by Scanning Tunneling Microscopy (STM), Low Energy Electron Diffraction (LEED) and X-ray Photoelectron Spectroscopy (XPS) under ultra high vacuum conditions.

The first system focused on the Pt-cinchona alkaloid system, which is a powerful catalytic system in the field of enantioselective heterogeneous catalysis. Herein, an achiral reactant molecule is hydrogenated over a cinchona alkaloid modified platinum surface. Due to the modification of the surface with the chiral cinchona modifier, the symmetry of the system is broken and enantioselectivity is introduced. The hydrogenation of the reactant therefore is biased and leads to an enantiomeric excess (ee) of one enantiomeric form of the product.

The aim of the present STM study was to gain direct insight in the molecular processes which occur during adsorption of such modifiers and reactants. Therefore, the adsorption of cinchonidine (CD), cinchonine (CN) and 2,2,2-trifluoroacetophenone (TFAP) was investigated on both Pt(111) and Pd(111) single crystal surfaces in the presence and absence of hydrogen. Different adsorption modes could be identified and the change in adsorption geometry upon addition of hydrogen could be followed. The findings are discussed in the light of catalytic, theoretical and spectroscopic data available for this system. Our work showed, that the discrimination of different surface species by their mobility and the time-resolved observation of their surface chemical processes by STM provides a powerful tool for the investigation of complex catalyst systems. These studies can complement other surface analytical methods and quantum chemical calculations in order to gain insight into the mechanistic aspects.

The second system gives an example of how surface reactions can be used to convert large organic molecules subsequent to their deposition in order to efficiently self-assemble larger structures. For this purpose a perylene derivative, 4,9-diaminoperylene-quinone-3,10-diimine (DPDI), was deposited on a Cu(111) single crystal surface and investigated by STM. These highly mobile precursor molecules are then transformed via a thermally induced surface-assisted dehydrogenation reaction by annealing in-situ at 300°C. The resulting molecules form autocomplementary species of hydrogen-bond donor and acceptors and thereby can interact with each other via H-bonding. Depending on the surface concentration prior to annealing different well-order molecular patterns are created.

The most stable structure among these molecular patterns is an open hexagonal structure. Due to an exact register with the Cu surface and due to a strong so-called resonance-assisted hydrogen-bonding (RAHB) this highly robust and porous structure is well-suited for the incorporation or trapping of guest molecules. Trapping and manipulation experiments of C_{60} and octaethylporphyrins (OEP) inside the network are presented and discussed.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFM</td>
<td>Atomic Force Microscopy</td>
</tr>
<tr>
<td>ATR-IR</td>
<td>Attenuated Total Reflection Infrared Spectroscopy</td>
</tr>
<tr>
<td>CD</td>
<td>Cinchonidine</td>
</tr>
<tr>
<td>CN</td>
<td>Cinchonine</td>
</tr>
<tr>
<td>DFT</td>
<td>Density Functional Theory</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of States</td>
</tr>
<tr>
<td>DPDI</td>
<td>4,9-diaminoperylene-quinone-3,10-diimine</td>
</tr>
<tr>
<td>ESCA</td>
<td>Electron Spectroscopy for Chemical Analysis</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest Occupied Molecular Orbital</td>
</tr>
<tr>
<td>LDOS</td>
<td>Local Density of States</td>
</tr>
<tr>
<td>LEED</td>
<td>Low Energy Electron Diffraction</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest Unoccupied Molecular Orbital</td>
</tr>
<tr>
<td>ML</td>
<td>Monolayer</td>
</tr>
<tr>
<td>OEP</td>
<td>Octaethyl Porphyrin</td>
</tr>
<tr>
<td>OLED</td>
<td>Organic Light Emitting Diode</td>
</tr>
<tr>
<td>PTCDA</td>
<td>Perylene-3,4,9,10-tetracarboxylic-dianhydride</td>
</tr>
<tr>
<td>PES</td>
<td>Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning Tunnelling Microscope</td>
</tr>
<tr>
<td>STS</td>
<td>Scanning Tunnelling Spectroscopy</td>
</tr>
<tr>
<td>TFAP</td>
<td>2,2,2-Trifluoroacetophenone</td>
</tr>
<tr>
<td>UHV</td>
<td>Ultra-high Vacuum</td>
</tr>
<tr>
<td>UPS</td>
<td>Ultraviolet Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray Photoelectron Spectroscopy</td>
</tr>
<tr>
<td>XSW</td>
<td>X-ray Standing Wavefield</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 Motivation and Outline

Since the beginning of science, when there were only the four elements earth, air, fire, and water to distinguish, one was not only interested in the description of these elements, but rather in their interaction. Soon the investigation of reactions alone turned into the very prospering scientific field of chemistry. The impact of chemistry on technology and daily life was always strong and is nowadays stronger than ever: for example if one imagines the huge differences between a world before the emergence of synthetic materials and the world to day. These synthetic materials are the product of organic chemistry.

Most organic synthesis is normally performed in solution, which is reasonable because the physics of chemical reactions are governed by coulomb interactions of the participating atoms or molecular units. In contrast to gravitational interactions which are a typical bulk feature, these coulomb interactions are mediated through the surface of matter. Nevertheless, a lot of matter on earth is solid and chemistry on solid surfaces is central to many areas of practical interest such as heterogeneous catalysis, tribology, electrochemistry and materials processing. With the rise of surface sensitive techniques in the past decades [1], a lot of information and knowledge has been gathered on surface reactions. The adsorption and reaction kinetics of simple inorganic molecules of catalytic systems were extensively studied on single crystal model surfaces [2]. Especially the field of catalysis related surface science studies blossomed, because the industrial need for efficient chemical processes with both low energy consumption and low environmental impact has stimulated the quest for improved catalytic systems.

However, there are huge differences in reactions on surfaces compared to reactions in solution. First of all, the chemical reaction process on surface includes additional reaction steps. Reactants involved in a surface reaction in a first step have to adsorb on that surface and can even adsorb in a variety of different adsorption modes among which only a certain fraction is the chemical active adsorption mode. Furthermore, this first adsorption step is perhaps only an intermediate state for a reactant as e.g. H\textsubscript{2}, which further on has to dissolve to become chemically active. In a second phase the reactants have to meet on the surface that the reaction can proceed at all. In many systems this involves a specific place on the surface, the so-called active site [3], e.g. a step edge or a kink site along a step edge. Diffusion and by that complex molecule-substrate interactions play hence an important role during this step. Additionally, these molecule-substrate interactions may also lead to conformational changes of the reactants upon adsorption or may even induce surface reconstructions caused by the adsorbates.

Because the atoms of organic molecules are covalently bond, all chemical reactions have to entail bond forming, bond breaking or both. The actual reaction pathway therefore often involves a certain attack step where geometrical or sterical aspects play
an important role. For example a $\pi$-double-bond can not be attacked by a substituent in the nodal plane of its constituting $p$-orbitals since they do not have any probability density in this plane. Due to the restriction to two dimensions for reactions on a surface, steric hindrance is of more importance than in solution where the reactants can arrange freely in three dimensions. Therefore the conformational flexibility of larger molecules \cite{4} plays an important role to overcome such steric hindrances. On the other hand, as will be seen in the Pt-cinchona chapter of this thesis, this conformational flexibility may also cause difficulties for experimental methods like STM in terms of resolution.

Finally, the reaction product has to desorb from the surface and its adsorption strength competes with the adorption strength of new reactants, which try to adsorb on the surface, slowing down or even hindering this adsorption process. Also side products of the reaction might hinder the adsorption of new reactants. In catalysis this is know as poisoning and is a major issue for the longterm efficiency of a catalyst.

Only very recently, surface science studies in this field have been expanded to the study of the chemistry of relatively complex organic molecules on surfaces, in large measure in connection with the selective synthesis and catalysis of fine chemicals and pharmaceuticals (for an extensive review see Z. Ma and F. Zaera \cite{5}). Although the major advances of catalysis were a consequence of mostly empirical trials, advances in the scientific understanding of catalytic systems contributed to further improvement. Therefore the motivation for the work presented in chapter \cite{3} was to further complete the scientific picture of such a complex catalytic system, namely the Pt-cinchona catalytic system for enantioselective hydrogenation of ketones.

Another strong motivation for research in the field of organic molecules and organic reactions on surfaces is the fascinating idea of molecular electronics. In 1974 Aviram and Ratner proposed a rectifier consisting of a single molecule \cite{6} and thereby marked the laying of the cornerstone of molecular electronics. They suggested that a molecule with a donor-spacer-acceptor structure would behave as a diode when placed between two metallic electrodes. With its basic ideas already established by Feynman in 1960 \cite{7} molecular electronics seeks to use individual molecules to perform non-linear electronic functions as e.g. rectification, amplification or storage. Herein, the necessity of non-linearity for most electronic devices excellently coincides with the non-linearity of quantum mechanical effects which rule the physics of nanoscale systems.

For the same reason of non-linearity of quantum mechanical effects an important point is the reproducibility of such nanoscale systems in order to exactly define the energy levels involved in the functional mechanisms. Organic molecules are made up of covalently bond atoms and are therefore well-defined atomic systems. To use organic molecules as basic building blocks of molecular electronics thus is a natural choice because large amounts of organic molecules can be repeatedly produced with an exactly defined number of atoms and chemical structure. Additionally, the electronic properties of organic molecules can be fine-tuned by variation of certain substituents. A final step along the road to molecular nanoelectronics is then the ability to order the single devices into hierarchical structures forming an electronic circuit. Such ordering processes must follow the same reproducability and scalability rules known from classical semiconductor electronics in order to be of technological relevance.

In this context it can be very interesting to investigate how reactions of organic molecules can be used to build up higher hierarchal structures by self-assembly \cite{8} on a
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surface. For this purpose the STM is an invaluable instrument, because it uses the $3^{rd}$ dimension perpendicular to the surface for an investigative access to the planar molecular structures and reactions on the atomic scale. The fact that STM creates a realspace image of the surface also excellently supports the investigation of sometimes complex hierachical structures.

In the following, chapter 2 introduces the experimental methods and the instrumentation used in the course of this thesis. Since the work presented in this thesis is based on two distinct projects, chapter 3 and 4 both include their own motivation and conclusion section and can be read separately. Chapter 3 presents our results on a heterogeneous asymmetric catalytic system, the so-called Pt-cinchona alkaloid system. Chapter 4 shows the possibilities and limits of state of the art self-ordering phenomena exemplified by means of a thermally induced surface-assisted reaction which then leads to the formation of highly ordered structures.
1 Introduction
2 Experimental Methods

This chapter describes the experimental methods and tools used in this thesis with a special emphasis on scanning tunneling microscopy.

2.1 Scanning Tunneling Microscopy

2.1.1 Introduction

The invention of the scanning tunneling microscope (STM) about 25 years ago in 1981 by Gerd Binnig and Heinrich Rohrer [9] marked a milestone of surface investigation techniques. With the STM a new era of surface science was introduced, since this technique allowed for investigations of many different surfaces in real space with atomic resolution. Its impact on surface science was honored just five years later in 1986 when Binnig and Rohrer received the Nobel Prize for their invention. As the name implies, scanning tunneling microscopy is based on the quantum mechanical tunneling effect through thin energy barriers. In scanning tunneling microscopy a sharp conducting tip is brought into close proximity (in the order of a few Å) to a conductive sample. For the electrons in the two conductors the gap in-between represents an impenetrable energy barrier which cannot be overcome according to classical theory. But since electrons are quantum mechanical objects and the energy barrier is thin, electrons can tunnel through the barrier and give rise to a net tunneling current $I$ in the nanoampere range if a small bias voltage is applied between tip and sample. To obtain a 2D image of the sample surface the tip is then scanned across the surface by piezo-electric actuators. While moving the tip, the corrugation of the sample surface induces variations of the tip-sample distance $z$, which in turn drastically affects the tunneling current. As a rule of thumb, the current reduces by one order of magnitude for an increase of the gap distance by 1 Å. It is exactly this exponential behaviour that is the reason for the high lateral and - to some extent - vertical resolution of scanning tunneling microscopy, because around 90% of the tunneling current is passing through the topmost atom of the tip-apex, if we assume it protrudes about 1 Å further out than the other tip atoms.

Several modes of operation are used while scanning the tip across the surface. In the so called constant height mode the $z$ distance is kept constant and the changes in $I$ are measured. Another alternative mode - actually the one most frequently used - is the constant current mode, where a feedback system is used to adjust the tip sample distance $z$ in order to keep the tunneling current constant at a certain current set point. In this mode the topographic information is therefore shifted to the feedback output signal $z$, which is acquired with a data acquisition system and fed to the $z$ piezo-actuator. Generally, the constant height mode is used for fast scanning, but the sample has to be perfectly flat and thermal drift has to be low to prevent the tip from crashing into the
sample. The constant current mode is safer and yields good resolution at the expense of lower scan speeds. The STM images presented in this thesis, for instance, have all been acquired in constant current mode, recording the variation of the tip-sample separation which is then presented as a grayscale or colorscale image.

Nowadays, the whole scanning operation and data acquisition is fully computer controlled, which means that scanning parameters like $x-y$ scan speed, bias voltage and current set point are adjusted through computer interfaces. With the arrival of fast computers and field programmable gate arrays even the feedback system has become fully digital, which offers advantages in controlling certain feedback loop parameters, e.g. the proportional and integral response of the feedback loop or the distance $z$ in hold modes like I-V curves measurements or in scanning tunneling spectroscopy.

### 2.1.2 Theory of STM

An exact treatment of the tunneling process in STM is virtually impossible, since this would require a detailed description of the quantum mechanical sample and the tip states and their evanescence into the tunneling gap. Especially the description of the tip states is impossible since the exact tip geometry and chemical composition are normally not known. Moreover, it is common knowledge that the tip structure, and hence also the resolution of the STM images obtained, may change during an experiment. Nevertheless, models and theories on different levels of approximation have been developed over the years. An overview of existing theories for the tunneling junction of STM can be found in textbooks [10, 11] or in a review article by Drakova [12].

A one-dimensional tunneling process serves as an elementary model in order to introduce the basic concepts and features of STM imaging. In classical mechanics, an electron with energy $E$ moving in a piecewise-constant barrier potential

$$U(z) = \begin{cases} 0 & \text{for } z < 0 \\ U & \text{for } 0 < z < d \\ 0 & \text{for } z > d \end{cases}$$

is described by

$$\frac{p_z^2}{2m} + U(z) = E$$

where $m$ is the electron mass and $p_z$ its momentum. If $E < U$ the electron has a nonzero momentum $p_z$ in regions outside the barrier, but it cannot penetrate the barrier and is therefore confined to one side of the barrier. In quantum mechanics, however, the state of the same electron is described by a probability wavefunction $\psi(z)$, which satisfies the stationary Schrödinger equation

$$-\frac{\hbar^2}{2m} \frac{d^2}{dz^2} \psi(z) + U(z) \psi(z) = E \psi(z),$$

with the reduced Planck constant $\hbar$. In the classically allowed region $z < 0$,

$$\psi(z) = \psi(0)e^{+ikz}$$

(2.1)
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with the wave vector \( k = \sqrt{2mE/\hbar} \) is the solution of Eq. \(2.1\) for an electron moving in positive \( z \) direction. In the classically forbidden region - the barrier -, the solution is

\[
\psi(z) = \psi(0)e^{-\kappa z}
\]

with the decay constant

\[
\kappa = \sqrt{2m(U - E)}/\hbar.
\]

Hence, the probability \( w \) of observing an electron at the end of the barrier at \( z = d \) is

\[
w \propto |\psi(d)|^2 = |\psi(0)|^2 \exp(-2\kappa d).
\]

If we now consider this potential as a model for the metal-vacuum-metal junction of our tunneling gap, the work function \( \Phi \) of the metals plays the role of the potential barrier height \( U \), assuming the work functions to be equal and neglecting the thermal excitation of the electrons in the metal. The electron can tunnel from one metal to the other and vice versa. However, without a bias voltage, there is no net tunneling current. By applying a bias voltage \( V \), a net tunneling current occurs and we end up with a model like Fig. \(2.1\)

![Figure 2.1: Schematic 1-dimensional diagram of a tip-sample junction. In this representation a negative bias \( U \) has been applied to the sample and electrons therefore tunnel from occupied sample states into unoccupied tip states. The size of the horizontal arrows indicates the different transmission coefficients (and therefore of the tunneling probabilities) for electrons of different energies.](image)

If we assume \( eV \ll \Phi \), an electron in the \( n \)th sample state \( \psi_n \) with the energy \( E_n \) between the Fermi level \( E_F \) and \( E_F - eV \) has the probability

\[
w \propto |\psi_n(d)|^2 = |\psi_n(0)|^2 \exp(-2\sqrt{2m\Phi d/\hbar})
\]

to be present at the tip surface. \( \psi_n(0) \) is the value of the \( n \)th sample state at the sample surface and a summation over the total number of those states within the energy interval \( eV \) leads to the tunneling current

\[
I \propto \sum_{E_n=E_F-eV}^{E_F} |\psi_n(d)|^2.
\]
If $eV$ is small enough so that the density of electronic states does not vary significantly within $[E_F - eV, E_F]$, the sum in Eq. 2.7 can be conveniently expressed with the local density of states (LDOS) $\rho_s(z = 0, E_F)$ of the sample at the Fermi level $E_F$

$$ I \propto V \rho_s(z = d, E_F) = V \rho_s(z = 0, E_F) \exp(-2\sqrt{2m\Phi d}/\hbar) $$

(2.8)

According to the previous equation, a constant-current STM image at low bias voltages is a contour map of the sample surface LDOS at the Fermi energy and at the position of the tip surface. Additionally the equation includes the exponential decay of the tunneling current $I$ with increasing tip-sample distance $d$ which, as already stated, is the main reason for the high resolution in STM.

As early as 1961, Bardeen [13] introduced a way to calculate the tunneling current between two planar metal plates in the context of metal-insulator-metal tunneling junctions. Instead of trying to solve the Schrödinger equation of the whole system, Bardeen considered two separate subsystems with a semi-infinite insulator first. He obtained the electronic wavefunctions for the separate subsystems by solving their stationary Schrödinger equations individually and then calculated the rate of the electron transfer by using time-dependent perturbation theory. This concept was first applied to the tip-sample geometry by Tersoff and Hamann in the so-called $s$-wave approximation [14, 15].

From Fermi’s golden rule [16] the probability $w$ of an electron to tunnel between a sample state $\psi_s$ and a tip state $\psi_t$ is

$$ w = \frac{2\pi}{\hbar} |M|^2 \delta(E_{\psi_s} - E_{\psi_t}) $$

(2.9)

if only elastic tunneling is considered, i.e. only tunneling between states with the same energy $E_{\psi_s} = E_{\psi_t}$. As Bardeen already showed, the amplitude of electron transfer, or the tunneling matrix element $M$, is determined by the overlap of the surface wavefunctions of the two subsystems at a separation surface $S_0$ as

$$ M = \frac{\hbar^2}{2m} \int_{S_0} (\psi_s^* \nabla \psi_t - \psi_t \nabla \psi_s^*) dS. $$

(2.10)

If a bias voltage $V$ is applied the tunneling current is calculated by summing over all the possible states

$$ I = \frac{2\pi e}{\hbar} \int_{-\infty}^{\infty} [f(E - eV) - f(E)] \rho_s(E - eV) \rho_t(E) |M|^2 dE $$

(2.11)

where $f(E) = [1 + \exp((E - eV)/k_B T)]^{-1}$ is the Fermi distribution function of the thermally excited electrons at temperature $T$ and $\rho_s$ and $\rho_t$ are the densities of states (DOS) of the two electrodes. If $k_B T$ is smaller than the energy required in the measurement, the Fermi distribution can be approximated by a step function and the tunneling current becomes

$$ I = \frac{2\pi e}{\hbar} \int_{0}^{eV} \rho_s(E_F - eV + E) \rho_t(E_F + E) |M|^2 dE. $$

(2.12)

If the tunneling matrix element $|M|$ does not change appreciably in the interval of interest, the tunneling current is determined by a convolution of the DOS of the two electrodes

$$ I \propto \int_{0}^{eV} \rho_s(E_F - eV + E) \rho_t(E_F + E) dE. $$

(2.13)
Clearly, the electronic structure of the two participating electrodes is incorporated in the formula in a symmetric way and the two parts are interchangeable. If one DOS, e.g., the tip DOS, can be regarded as constant, the current scales with the DOS of the sample. Tersoff and Hamann now faced the difficulty of evaluating the tunneling matrix element $M$ of Eq. 2.10 by approximating the tip as a protruded piece of metal, with spherical symmetry and radius $R$ modeled in the jellium model. Among the different solutions of this quantum mechanical problem Tersoff and Hamann showed that for most problems the main contribution comes from the s-wave solution, lending their approach the name s-wave approximation. This solution yields the tunneling matrix element

$$M \propto \kappa R \psi_s(r_0),$$

where $\kappa = \sqrt{2m\phi/\hbar}$ is the minimum inverse decay length for the wave functions in the vacuum gap with an effective local barrier height $\phi$. $\psi_s(r_0)$ is the sample wavefunction at the center $r_0$ of the tip apex. Proceeding on all the assumptions made up to this point [17], this approach leads to the following current dependency for small bias voltages

$$I \propto V \frac{R^2}{\kappa^2} e^{2\kappa R} \rho_t(E_F) \rho_s(E_F, r_0),$$

with $\rho_t$ being the DOS of the tip. As can be seen in equation 2.8 the tunneling current is proportional to the sample LDOS $\rho_s$ at the Fermi level at the center of the tip apex. The exponential dependence on the gap distance $d$ is again reproduced here, due to the exponential decay of the sample wavefunctions into the vacuum gap: $\rho_s = \sum_s |\psi_s(r_0)|^2 \delta(E_{\psi_s} - E_F)$ and $|\psi_s(r_0)|^2 \propto \exp(-2\kappa(R + d))$.

By assuming an s-wave for the tip, the approach of Tersoff and Hamann relates the tunneling current only to properties of the sample alone. A constant current image therefore reflects the contour of constant LDOS at the Fermi level of the sample. For metals the LDOS at the Fermi level almost coincides with the total electron density, because of the faster exponential decay of the energetically deeper lying occupied states. These surface charge density contours exhibit the periodicity of the surface atoms and directly reflect the surface topology.

### 2.1.3 Imaging Adsorbates with STM

One has to be aware that the simple topographic interpretation of constant current STM images of metal substrates does not hold true for single atom or molecular adsorbates. This is for instance seen for the imaging of O on Pt(111) [18, 19], which is counterintuitively imaged as a depression with respect to the bare metal surface. Another example is the imaging of CO on Cu(211) [20, 21] where CO can appear as both a depression or a protrusion, depending on the proximity of neighbouring molecules and the modification of the tip by adsorbed CO. Even in the case of large organic molecules with an extended $\pi$-electron system, the height interpretation is not necessarily straightforward as the example of porphyrin molecules shows [22]. These molecules are imaged as depressions or protrusions depending on their substituents.

---

1. Even for clean metal surfaces the topographic interpretation is sometimes too simplistic, if one thinks of features like surface state images at step edges.
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Before the first successful STM images of organic molecules were reported [23–26], it was debated whether molecular imaging should be possible at all. The doubts stem from the fact that most organic molecules have a rather large energy gap between their highest occupied molecular orbital (HOMO) and their lowest unoccupied molecular orbital (LUMO). Since the tunneling current is proportional to the LDOS at the Fermi energy according to Tersoff and Hamann, the molecules should not be visible at low bias voltages. Adsorbate states far from the Fermi level may, however, influence the LDOS at the Fermi level, since they interact with a continuum of states in the band structure of the solid [27,28] and a new band around the adsorbate state emerges, which in turn affects the LDOS at the Fermi energy.

The clarifying work in the interpretation of the contrast mechanism of simple atomic adsorbates was performed by Lang [29,30], who proved that these adsorbates are imaged as protrusions or depressions, depending on whether they add or deplete the electron density at the Fermi energy. Therefore even insulating atoms can be seen in STM as discussed by Eigler and coworkers for the case of Xe physisorbed on Ni(110) [31]. As a rule of thumb elemental adsorbates with increasing electronegativity or decreasing polarizability tend to be imaged as depressions [32,33].

When it comes to simulating an STM image the knowledge of the electronic structure of the complete system, namely substrate, adsorbate and tip, is a prerequisite. On top of all the approximations coming from the choice of the ab initio method used to calculate the electronic structure and the inherent problem of an unknown tip, another level of approximations comes into play depending on the method used to actually simulate the tunneling current. The most popular class of methods relies on perturbation theory, following Bardeen and Tersoff and Hamann, as sketched above. Another famous approach for this purpose is the electron scattering quantum chemical (ESQC) method by Sautet and Joachim [34], which describes the interaction of sample and tip in a scattering theory formalism. The basic idea is to consider the tunnel gap as a two-dimensional defect inserted between two semi-infinite periodic systems. The tunnel event is then viewed as a scattering process: incoming electrons, for example from the bulk of the sample, scatter from the tunneling junction and have a small probability to penetrate into the tip, and a large one to be reflected towards the bulk. Maybe the most prominent example of a successful application of the ESQC method is for the adsorption of benzene on Pt(111), where three different experimental imaging modes could be successfully modelled as corresponding to three different adsorption sites [35,36]. A recent review by Sautet [37] discusses STM contrast mechanisms and the theoretical approaches taken to reproduce STM images of adsorbates in detail.

2.1.4 Diffusion of Adsorbates

Since migration or diffusion of adsorbates plays an essential role in various physical and chemical aspects of surface science, as e.g. in crystal and film growth, in the formation of self-assemblies or in heterogeneous catalysis, increasing interest has been devoted to the understanding of surface diffusion dynamics. Two major focus points can be distinguished. On the one hand, there are experiments where the mobility of an adsorbate is observed with respect to the whole ensemble of adsorbates as e.g. the oxidation of Cu(110) [38] or the nucleation of sub-phthalocyanine molecules on Ag(111) [39].
On the other hand, a number of direct observations of single adsorbate diffusion are known [40–43]. From these studies the so-called tracer diffusion coefficient $D$ can be determined. $D$ is directly connected to the random motion of the diffusing particles and is defined as

$$D = \lim_{t \to \infty} \frac{\langle (\Delta x)^2 \rangle}{2mt},$$

(2.16)

where $(\Delta x)^2$ is the mean-square displacement in the time interval $t$ and $m$ is the dimensionality of the diffusive process. Most of the studies to date focus on ad-atoms or small molecules, where diffusion can be theoretically described as random-walk, i.e. a result of uncorrelated displacements or hops between adjacent minima of the corrugated potential energy hypersurface, representing the adsorbate-substrate interaction. The frequency with which those hops are observed is the so called hopping rate $h$. The mean-squared displacement $(\Delta x)^2$ in the time interval $t$ is then given by

$$\langle (\Delta x)^2 \rangle = \lambda^2 h t,$$

(2.17)

with the jump length $\lambda$. Equation (2.16) can therefore be expressed as

$$D = \frac{1}{2m} \lambda^2 h.$$

(2.18)

The temperature dependence of the hopping rate $h$ normally follows the exponential law

$$h = h_0 e^{-\frac{E_D}{kT}},$$

(2.19)

which is the so-called Arrhenius form [44]. Herein $h_0$ is the attempt frequency or pre-exponential factor, $E_D$ the activation energy or barrier height of the corrugated potential and $k$ is the Boltzmann constant. If hopping rates at several temperatures are available, the Arrhenius parameters can be extracted from an Arrhenius plot, which plots $ln h$ versus $1/kT$ and therefore should show a linear function if the assumptions for equation (2.19) are valid. For more details and further reading on the lattice gas model described above the readers is refered to [45,46] and an excellent review by Gomer [47]. The lattice gas model is appealing because it is simple and many of its assumptions have been found to agree well with the direct experimental observation.

However, for larger organic molecules, similar studies on the surface mobility are rare [48] and very often restricted to (110) oriented surfaces. This excellent experimental simplification reduces the diffusion process to a 1D problem and does typically not allow for rotational degrees of freedom. Generally, the energy dissipation to the substrate is rather weak for large organic molecules and therefore the assumption of uncorrelated hops is too simplistic: Once a molecule has reached the energy of the diffusion barrier, it does not stop in the adjacent energy minimum but has a high chance to move on for several minima. By including these so called long jumps the lattice gas model has been slightly modified [49].

The more complex the adsorbate-substrate system gets, the more difficult it is to gain information on the precise adsorption sites. The typically increased structural flexibility of larger molecules and the complex surface adsorbate interaction involving several surface atoms together, yield a very complex energy potential well for the adsorption...
process. On strongly interacting surfaces this complexity is further enhanced by conformational changes, which are likely to occur in the molecule [4], and by structural changes of the surface itself in the course of the adsorption process. As a consequence, the lattice gas model will probably not be able to describe the diffusion process adequately for such a case, as will become apparent in chapter 3.

### 2.2 Low Energy Electron Diffraction

Another important surface science technique used in this thesis is low energy electron diffraction (LEED) which was developed by Germer [50] some thirty years after his original experiment [51], where he and Davisson proved the wave–particle dualism for electrons. The LEED technique relies on the fact that by tuning the energy of an electron beam, its de Broglie wavelength

\[
\lambda = \frac{h}{p} = \frac{h}{\sqrt{2mE}}
\]

(2.20)

can be chosen to be in the same range as the typical interatomic spacings - say $\sim 1 \text{ Å}$ - of typical crystalline structures studied in surface science. This is why electron waves of an appropriate wavelength impinging on a crystal get diffracted at the periodic lattice of the crystal and give valuable information about the crystal symmetry and structure.

![Universal curve of electron mean free path](image)

**Figure 2.2:** Universal curve of electron mean free path. Adapted from ref. [45] and reference therein.

The electron energy needed for such de Broglie wavelengths lies in the range of $10 - 200 \text{ eV}$. Therefore is close to the energy corresponding to the minimum of the universal curve of electron mean free path in solids (Fig. 2.2). This fortunate coincidence is the reason for an extraordinary surface sensitivity of the diffraction process of LEED, since a small electron mean free path is tantamount to a small penetration depth and
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small escape depth for the elastically backscattered electrons. Therefore, only the very few topmost layers of the crystal are involved in the diffraction process, leading to a pronounced surface sensitivity, which is crucial in order to observe phenomena such as surface reconstructions or self-assemblies of submonolayer ultra-thin adsorbate films. Without exaggeration it can be stated that nowadays LEED is the most important diffraction technique to investigate crystal structures of surfaces due to its simple UHV lab based setup and its ease of use. Other surface sensitive diffraction techniques like Grazing Incidence X-ray Diffraction (GIXD), which bear similar information of the in-plane crystallographic structure, involve the use of high flux x-ray sources of synchrotron radiation facilities and are not that widely used.

By means of an electron gun, electrons with a certain - but variable - energy between a few to some hundreds of eV are accelerated perpendicular towards the sample surface. The backscattered and diffracted electrons are then energy filtered by a retarding field between two grids and collected on a fluorescent screen placed on the same side of the sample as the electron gun. Energy filtering has to be applied, because only electrons which undergo an elastic scattering process (about 1% of the total yield) give rise to sharp diffraction peaks. The inelastically scattered electrons would give rise to a blur background due to the additional momentum transfer received from the inelastic scattering process and are therefore filtered out by the retarding field.

![Ewald construction in a reciprocal space representation of a 2D lattice.](image)

**Figure 2.3:** Ewald construction in a reciprocal space representation of a 2D lattice. The surface rods (vertical lines) always cut through the Ewald sphere, if the magnitude of the initial wave vector \( k_i \) (sphere radius) is large enough, i.e. if the wave length of the impinging electrons is small enough.

The LEED pattern observed on the fluorescent screen is a projection of the reciprocal space of the sample surface. In order to recall the complete idea and features of reciprocal space one should refer to common solid state physics books such as [52, 53], but mathematically reciprocal space is the Fourier transformation of real space. Since LEED probes the atomic structure of the first few layers, the real space sample surface can be described by a 2D lattice of 1\textsuperscript{st} (and 2\textsuperscript{nd}) layer atomic positions in \( xy \)-direction
and a $\delta$-function in $z$ direction perpendicular to the surface. The Fourier transformation of such a structure is a 2D grid of so-called surface rods, because the transformation of a $\delta$-function is an infinitely dense constant function. Now, the concept of the Ewald construction to find the Laue conditions for constructive interference in x-ray scattering [54] can also be applied to find the LEED spots of a given surface at a certain initial electron energy. As marked in Fig. 2.3, the magnitude of the initial wave vector $k_i$ defines the radius of the Ewald sphere in reciprocal space. The final wave vector $k_f$ after elastic scattering is of the same magnitude and therefore has to lie somewhere on the sphere surface. Constructive interference - maximum of intensity on the fluorescent screen - is achieved if the scattering vector $q = k_f - k_i$ coincides with a reciprocal lattice vector or rather a point in reciprocal space. For 3D reciprocal lattices this condition is only fulfilled for selected energies and scattering geometries since the respective lattice point has to lie exactly on the Ewald sphere surface. Due to the infinite density of lattice points along the surface rods, this condition is always fulfilled in the case of LEED, as long as the initial wave vector has a magnitude large enough to reach a rod. For each energy the 2D lattice rods cut through the sphere surface and the pattern on the screen can be used to conclude on the crystalographic structure of the surface [55].

Note that this simple kinematic LEED analysis does not bear on the question of the arrangement of atoms within a surface unit cell. In contrast to X-rays, electrons which are used for LEED interact strongly with matter and therefore undergo multiple scattering within the first layers. The correct intensity profiles can consequently only be calculated from dynamic scattering theory which includes these multiple scattering events. Nevertheless, a lot of applications of LEED as a powerful surface science technique have been published. For an overview of examples see the book of Van Hove et al. [56] or the review paper from Heinz [57].

2.3 X-ray and UV Photoelectron Spectroscopy

Photoelectron spectroscopy (PES) is a well established surface science technique to probe for chemical and electronic sample properties. Like LEED, photoelectron spectroscopy is a non-local method since it provides information integrated over a macroscopic area of the sample. PES is based on the phenomenon of photoemission: electromagnetic radiation impinging on a surface liberates electrons from the surface. Photoemission was first detected by Hertz [58] in 1887. In the following years his experiments have been refined and in 1905 Einstein was able to explain the systematics of photoemission by invoking the famous quantum nature of light [59].

Due to the fundamental law of energy conservation, a photoelectron emitted from a surface on which the electromagnetic radiation with angular frequency $\omega$ impinges has a kinetic energy

$$E_{\text{kin}} = h\omega - E_b - \Phi,$$  \hspace{1cm} (2.21)

where $E_b$ is the binding energy of the emitted electron (measured relatively to the Fermi energy) and $\Phi$ is the work function of the sample. Since in PES the impinging radiation is monochromatic, its photon energy $h\omega$ is constant. Therefore the binding energy of each emitted electron can be measured by determining its kinetic energy in an electrostatic energy analyser. Nowadays, most electron energy analysers are so-called
spherical deflection analysers (SDA), which consist of two concentric hemispheres with a constant potential applied in between. The electrons entering the SDA get deflected by the electrostatic field and only the electrons with a certain energy, the so-called pass energy can pass through the whole analyser and get detected by an electron detector at the analyser exit slit. By sweeping a retarding field in front of the analyser, the number of electrons \( N \) at each kinetic energy \( E_{\text{kin}} \) is measured. \( N(E_{\text{kin}}) \) is called the photoelectron spectrum of the sample and is the convolution of the density of states (DOS) of the occupied states of the sample, the intrinsic line shape of the radiation, an analyser acceptance function and other secondary electron effects. The task of extracting certain aspects of the DOS from the spectrum is not a trivial one and subject to elaborated data treatment techniques.

Different sources of electromagnetic radiation with different energy and different intrinsic line width can be used to excite the electrons of the sample. Depending on the energy, usually two excitation regimes are distinguished. In X-ray photoelectron spectroscopy (XPS), the energy of the incident photons exceeds \( \approx 100 \text{ eV} \), whereas for ultraviolet photoelectron spectroscopy (UPS) the photon energy is below \( \approx 100 \text{ eV} \). Although conceptually equal, XPS and UPS offer different kinds of information about the sample.

With the high energy range of XPS the energetically deep lying core levels of atoms can be probed, which allows the determination of the chemical composition of the sample. For example, the intensity of the different peaks can be compared in order to determine the sample stochiometry at the surface. Moreover, for the investigation of molecules and solids, one is usually not interested in the absolute binding energy of the core level, but in the slight change in binding energy between different chemical forms of the same element. This difference is called chemical shift and is due to the influence of the valence electron configuration on the core level states. Therefore, measurements of the chemical shift are an excellent method to distinguish different chemical forms of the same element, for which the term ESCA (Electron Spectroscopy for Chemical Analysis) was coined [60]. ESCA allows for studies how adsorbates interact with the substrate or helps to distinguish different chemical species.

UPS, applying photons in the lower energy range, is used to probe the DOS of the valence band and states which are close to the Fermi edge. Those states are the direct fingerprint of molecular interactions or the interaction between the adsorbate and the surface involved in a system.

Common to UPS and XPS as well as to LEED is the high surface sensitivity due to the short electron mean free path. Although the electromagnetic radiation of UPS and especially of XPS can penetrate deep (several \( \mu \text{m} \) or more) into the sample, the maximum escape depth of the electrons is given by the electron mean free path. Since the electron mean free path depends on the electron energy (as already stated in Fig. 2.2 of the LEED section), UPS provides information about the first 1-2 atomic layers and XPS about the first 3-8 layers.
2 Experimental Methods

2.4 The UHV System

To study reactions on surfaces at the atomic or molecular scale, the ability to precisely control the environment and condition of the surface at hand is an absolute prerequisite. From this perspective, ultra high vacuum (UHV) is a fundamental tool which allows one to keep the surfaces free of contaminants. Almost all experiments presented in this PhD thesis were therefore performed in the NANOLAB of the Institute of Physics at the University of Basel. The NANOLAB instrumentation consists of a very versatile multi-chamber UHV system connecting six separate chambers. Each chamber is equipped with its own pumping system combining turbo, ion getter and titanium sublimation pumps. The chambers are interconnected with normally closed gate valves and the base pressure is in the high $10^{-11}$ mbar or the low $10^{-10}$ mbar range depending on the chamber. A fast entry air lock allows to insert samples and STM tips as well as transferable evaporation sources into the system without breaking the vacuum of the main system. The samples, mainly metal single crystals, are mounted on modified VG stubs and can be transferred through the whole UHV system.

The standard course of an experiment starts with the preparation and cleaning of the metallic substrates with standard sputtering and annealing cycles [61]. Then the sample is transferred into the so-called molecule chamber which has been set up during the PhD thesis of S. Berner [62], where the molecules under investigation are evaporated onto the samples via sublimation from resistively heated crucibles. A quartz crystal microbalance setup allows the repeatable preparation of molecular layers down to 0.05 ML. Additionally, the molecule chamber provides a facility to deposit molecules from their liquid phase by means of a liquid deposition system which will be described in more detail later on.

The prime instrument employed in the NANOLAB and therefore the prime surface science technique used in this thesis is the STM. The microscope is a home-built STM, which is operating at room temperature and is described in more detail in the PhD thesis of T.M. Schaub [63]. In order to obtain a good signal to noise ratio, the STM is equipped with a pre-amplifier which is situated very close to the tip-sample junction on the STM stage inside the UHV. The STM is mounted on a multistage vibration isolation and damping system, whose main component is an Eddy-current damping system consisting of a ring of copper plates moving in magnetic fields. When working with larger molecular adsorbates, an important feature of our STM is the possibility to exchange the scanning tips without breaking the vacuum. As scanning tips electrochemically etched tungsten tips are used after in-situ cleaning by electron bombardement. The bias voltage is applied to the sample. Therefore a negative bias voltage corresponds to tunneling from occupied sample states to unoccupied tip states.

The other major analysis tool in the NANOLAB is the ESCA (electron spectroscopy for chemical analysis) chamber equipped with the commercial ESCALAB MKII system from Thermo Vacuum Generators (Hastings, United Kingdom) for UPS, XPS and Auger electron spectroscopy. The X-ray source is a non-monochromatized Mg/Al twin anode, whose main excitation lines Mg K$_\alpha$ and Al K$_\alpha$ are at the photon energies of 1235.6 eV and 1486.6 eV, respectively. For UPS a non-monochromatized He gas discharge source is used, whose main line is the HeI$_\alpha$(21.2 eV), besides the lamp can be optimized to run with HeII$_\alpha$(40.8 eV) excitation energy. The electron analyzer is a spherical deflection
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Figure 2.4: Plan (topview) of the NANOLAB multi-chamber system. Drawing of A. Heuri.
analyser of $150^\circ$ equipped with three channeltron electron detectors.

Additionally, a rear view LEED system is attached to the main transfer chamber in order to be able to quickly check the crystallographic structure of sample surfaces. Further details about the NANOLAB system can be found in the following references [62–67].

### 2.5 Liquid Deposition System

As some of the molecules used during the investigation of the catalytic Pt-Cinchona system are liquid at room temperature, they consequently have a much higher vapour pressure than other molecules normally sublimated from their solid powder phase. Therefore, a liquid deposition system was constructed as schematically shown in Fig. 2.5.

The liquid molecules are kept in a transparent glass tube reservoir in order to have visual feedback during cleaning of the molecules and to check for signs of deterioration of the material. The first step when working with liquid molecules is the cleaning procedure.

For solid powders one repeatedly heats the crucible with the material slowly up to a temperature slightly below the sublimation temperature of the molecules. This step is known as degassing and one assumes that most of the impurities and solvents involved in the synthesis or preparation of the compound are more volatile than the compound itself. Therefore the pressure burst due to the sublimation of the volatile impurities will get smaller as their fraction in the crucible gets smaller. After the pressure in the chamber has recovered and the crucible is heated to the sublimation temperature of
the desired molecules the rate of molecules impinging on a quartz micro balance can be measured. For liquid molecules, so-called freeze-pump-thaw cycles are applied. With the valve $V_1$ still closed, the liquid is frozen by filling the bath around the reservoir with liquid nitrogen. When the liquid is frozen completely, valve $V_1$ is slowly opened and the vapour pressure remaining above the frozen solid is pumped by the turbo pump via the open valve $V_2$. Under the same assumption as for the solid case, the fraction of impurities and solvents in this residual vapour phase should be higher than that of the molecule itself. After closing valve $V_1$ again, the liquid nitrogen bath is removed and the molecules start to thaw. First, the more volatile impurities start to evaporate and small bubbles can be seen through the glass tube. After the material in the reservoir is completely thawed, the cycle starts again and one therefore reduces the fraction of impurities step by step.

After the last cleaning step the valve $V_2$ towards the turbo pump is closed and the vapour phase above the liquid is expanded into the the volume in front of the needle valve $V_{\text{needle}}$. During deposition this needle valve is opened until the cold cathode pressure gauge inside the UHV chamber shows a desired pressure value and the total deposition amount is regulated by the deposition time.

2.6 Single Crystal Electron Bombardement Station

Normally, the metal single crystals used in the NANOLAB are mounted on stubs with an internal filament included in the lower cylindric part of the stub. By applying a current of about $3 - 4 \, \text{A}$ to the internal filament the stubs can be resistively heated to a maximum temperature of $1100 \, \text{K}$. Unfortunately, this temperature is not high enough to conveniently anneal the platinum and palladium single crystals. For this reason, an electron bombardement station has been designed and improved several times.

For electron bombardement three different electric contact leads are needed. Two contacts are used for running a current through a filament in order to emit electrons. The third contact is then used to accelerate those electrons towards the target which has to be heated. With this method higher heating power can be achieved and by changing
the positive potential of the target, the heating power can be regulated easily. The main difficulty of electron bombardment in sample preparation and especially of our VG stub system, is the fact that the single crystals have to be heated from the back side in order to keep the surface under investigation atomically flat and clean. This means the electron emitting filament has to be setup on the back side of the sample normally inaccessible due to sample holder.

Figure 2.7: Single crystal electron bombardement station for the preparation of the Pt and Pd single crystals. Drawing of A. Heuri.

In our system this was achieved by incorporating the filament with its two contacts in a small ceramic tube on a fixed macor station as shown in Fig. 2.7. The small ceramic tube fits into the hollow stub, which acts as the third contact through which the electrons are accelerated towards the mounted single crystal. During the course of this thesis several improvements have been made to prevent the filament and the ceramic tube from changing its position inside the tiny setup under thermal load.
3 The Pt-Cinchona Alkaloid System

The following chapter deals with the STM results on the cinchona alkaloid modified platinum system. This catalytic system is a prominent example of heterogeneous enantioselective catalysis, where the outcome of a reaction of a pro-chiral reactant is biased in a way that preferably a product with only one handedness or chirality is produced.

3.1 Motivation

The investigation of complex organic molecules on metal surfaces by scanning probe microscopies (SPM) has become a topic of great interest in recent years. Most of the research has been centered on the study of molecular self assembly on rather unreactive metal surfaces (for a few selected examples see [68–70]). Much less is known about the behaviour and the surface chemistry of molecules on more reactive surfaces, as used in catalysis. Particularly challenging in this context is the study of the behaviour of chiral molecules adsorbed on catalytically active metal surfaces due to their relevance to heterogeneous asymmetric catalysis.

Since most of the biologically active molecules are chiral, chirality is a fundamental principle of nature with a huge impact on life itself. Especially amino acids, the building blocks of proteins, are chiral and therefore a lot of reactions of living organisms are aware of chirality due to the chirality of enzymes involved. Interestingly, most amino acids show the same kind of chirality and one speaks of the homochirality of biological systems, whose origin is still subject to highly philosophical debates [71, 72]. Due to this natural relevance of chirality, the chirality of manmade pharmaceuticals also has to be considered when a new compound is brought into market. A very famous example is Contergan, where one stereomer showed effectiveness against insomnia, but the other stereomer caused the well known severe problems of deformity of children when taken during pregnancy. If there is one good point of the Contergan case, it is the fact that nowadays there is a strong set of rules to assure, that all possible stereomers of a compound have to be tested in expensive studies or that it has to be made sure that the pharmaceutical drug is optically pure, meaning only the physiologically effective stereomer is included.

At the end, pharmaceutical industries have the choice to either produce both enantiomers and try to separate them later, which is difficult since all the physical properties despite the optical activity are identical. Or they only produce one stereomer of the compound by employing - among other methods - enantioselective/asymmetric catalysis. In this context, asymmetric catalysis is unique in the sense that with a small amount of an optically active catalyst a large quantity of a chiral compound can be produced. This circumstance was also dubbed chiral multiplication and the importance and topicality of research in this field was shown by the Nobel prize 2001 being awarded to Sharpless,
Noyori and Knowles [73–75] for their advances on homogeneous asymmetric catalysis. For production purposes, however, the use of heterogeneous catalysis is preferred since it offers inherent practical advantages connected with separation, reuse, stability of the catalyst and furthermore affords the opportunity for continuous process operation [76]. Unfortunately, the variety and application ranges of heterogeneous asymmetric catalysts are yet rather limited compared to the number of highly selective homogeneous asymmetric catalysts known to date.

Various strategies have been pursued in the development of heterogeneous asymmetric catalysis, but only two of them show synthetic potential [77]: The immobilization of enantioselective homogeneous transition metal complexes on a surface and the modification of active metal surfaces by an adsorbed chiral modifier, among which the enantioselective hydrogenation of α-functionalized ketones over cinchona alkaloid modified platinum is a prominent example [78, 79].

Today three catalytic systems based on chiral modification of active metal surfaces are known, which afford an enantiomeric excess of more than 90% for the hydrogenation of certain substrates. These are the Ni-tartaric acid, Pt-cinchona, and Pd-cinchona systems [80–86]. The Ni-tartaric acid system has been investigated by means of STM by Raval and coworkers [87–89]. The platinum cinchona system has been addressed recently with a combined STM and photoelectron-spectroscopy approach by the group of Lambert [90, 91]. However, this work focused mainly on the oligomerization of the reactant methyl pyruvate (MP) and the adsorption of the simplified modifier (S)-1-(1-naphthyl)ethylamine, which is not an actual chiral modifier but a precursor to a chiral modifier for enantioselective hydrogenation on Pt [92]. For cinchonidine, the most powerful modifier, only STM studies on Cu(111) in solution exist so far [93,94]. Therein, Xu et al. observed the formation of ordered cinchona adlayers with a (4x4) symmetry, but their results could not be reproduced by others [95] and are have been questioned due to the fact that the (4x4) symmetry could already be observed in the pure solution. Additionally, copper is not active for this type of reaction and therefore the observed assembly of cinchonidine is unlikely to be relevant for the catalytic system.

The aim of the present study was to gain direct insight in the molecular processes which occur during adsorption of the modifiers and reactants of the enantioselective Pt-cinchona and Pd-cinchona systems. Different adsorption modes could be identified and the change in adsorption geometry upon addition of hydrogen could be followed. The findings are discussed in the light of catalytic, theoretical and spectroscopic data available for this system. Additionally the time-resolved STM investigations uncovered details of the dynamic surface processes, which would be hardly accessible by other surface analytical techniques.

### 3.2 Definitions of Stereochemistry

This section shortly introduces the basic principles of stereochemistry and explains some conventions used when dealing with the chirality or handedness of molecules [96,97].

Structures of the same constitution, i.e. the same atoms and the same sequence of bonding in between them, can still differ in their spatial arrangement, their so-called configuration. For example four different substituents around a \( sp^3 \) hybridized C-atom
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can be arranged in two non-superimposable configurations. All such isomers of a given structure are called *stereoisomers* and the structure itself is called *chiral*. The atom or the center where chirality occurs is known as a chiral atom or chiral center. Since molecules in general may possess more than one chiral center, more than two stereoisomers may exist (for a molecule with $N$ chiral centers up to $2^N$ stereoisomers). Pairs of stereoisomers that are exact mirror images of each other, i.e. each chiral center has the opposite chirality of the other isomer, are called *enantiomers*. All other pairs are named *diastereomers*.

![Figure 3.1: The Cahn-Ingold-Prelog convention exemplified for 2-butanol. The substituents of the chiral C atom in the center are marked from highest priority (1) to lowest priority (4), according to decreasing atomic numbers. In the case of equal elements (2 and 3) the atomic numbers or weights of the follow-up substituents are compared until the priority of all substituents has been established. Then the lowest priority, in our case the hydrogen atom, is placed behind the chiral center. If the remaining substituents decrease in priority clockwise or anticlockwise, the configuration is assigned R (rectus=lat. right) or S (sinister=lat. left), respectively. Figure adopted from [46].](image)

In an achiral environment enantiomers show identical physical and chemical properties with the exception that they are optically active; that is, they rotate the plane of polarized light in opposite directions. Samples that have equal amounts of the two enantiomers are called racemic mixtures and show a zero net rotation. Since it is possible to separate the enantiomers of chiral compounds, samples with different enantiomeric compositions can be obtained. Samples containing only one enantiomer are known as enantiomerically pure or homochiral.

For mixtures of two enantiomers an important value is the *enantiomeric excess* (ee), which is defined by

$$
\text{ee}[^\%] = 100 \frac{n_{\text{major}} - n_{\text{minor}}}{n_{\text{major}} + n_{\text{minor}}}
$$

where $n$ is the molar concentration.

An important convention used to distinguish between the two different chiralities is the Cahn-Ingold-Prelog (CIP) convention, which will be explained and used in the following. To determine the chirality of a chiral center unambiguously, one first has to establish some sort of ordering rules for the different substituents around a chiral center. The CIP convention is based on the rule that the substituent atoms are assigned decreasing...
priority in the order of decreasing atomic numbers. If, in a first step, there are two or
more atoms of the same element, the next attached atoms of those are compared in a
second step until a complete ordered set has been found. This process of hierarchial
assignment of substituents can in certain cases be very complicated and puzzling. For
details the reader is referred to the original papers [98, 99]. The molecule is now viewed
in an orientation which places the lowest-priority substituent behind the chiral center as
shown in Fig. 3.1. If the remaining three substituents decrease in priority clockwise or
counterclockwise, the configuration is assigned the descriptor R (rectus = lat. right) or
S (sinister = lat. left), respectively.

3.3 The Cinchona Alkaloid Modified Catalysis on
Platinum Metals

In 1979, Orito et al. discovered the Pt-cinchona alkaloid system for the enantioselective
hydrogenation of \( \alpha \)-ketoesters to \( \alpha \)-hydroxy esters [100–103]. In the following years a
lot of knowledge has been collected on this catalytic system, which helped to broaden
the scope of the reaction and to some extent understand the mechanisms involved in
the enantiodifferentiating step (for recent reviews see [78, 104–106]). Depending on the
choice of reactants, the cinchona alkaloid modifiers and the solvents used, a wide range
of reaction conditions is needed in order to achieve high enantioselectivity. This fact al-
ready reflects the enormous complexity of the interactions (reactant-substrate, modifier-
substrate, reactant-modifier, solvent related) involved in a real world catalytic system.

The modifier around which the Pt-cinchona system is centered is a natural product
called cinchonidine (CD), which is shown in Fig. 3.2. The molecule consists mainly of
two moieties, a flat quinoline \( \pi \)-system (designated with primed numbers in Fig. 3.2)
and a rather bulky quinuclidine moiety (normal numbers). Important to note is the
rotational flexibility of the quinuclidine moiety around the C8-C9 and the C9-C4' bonds
of the molecule, which will become important later on during the discussion of the STM
results. Another well known modifier used during this study is cinchonine (CN), the
quasi-enantiomer of cinchonidine, which leads to the opposite enantioselectivity of the
catalytic system.

In 1994, Baiker and co-workers proposed a 1:1 interaction model of the modifier and
the reactant of a Pt-cinchona system based on quantum chemical calculations and the ex-
isting experimental knowledge [107]. The theoretical model assumed that enantiodiffer-
entiation can be traced down to the different stabilities of the diastereomeric complexes
formed between the cinchonidine modifier anchored to the Pt catalyst surface and the
reactant adsorbed in its two enantiofacial forms (via \( re \)- and \( si \)-faces), leading to S and R
products, respectively, upon hydrogenation. According to these models the reactants in-
teract with the quinuclidine nitrogen atom via a \( N-H-O \) hydrogen bond or a \( N-H-O \)
hydrogen bond, depending on the solvent used. This intermolecular interaction and the
steric repulsion exerted by the quinoline group is thought to cause the preferential ad-
sorption of the reactant on one enantioplace. It was also shown in a combined theoretical
and experimental study of different \( \alpha \)-substituted ketones as reactants [108], that it is
even possible to explain the rate acceleration effect - in presence of the modifier the reac-
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![Chemical Structures](image)

**Figure 3.2:** Structure of natural cinchona alkaloid modifiers (top) used for the enantioselective hydrogenation of a trifluoromethyl ketone over chirally modified platinum (bottom).

The hydrogenation of TFAP over platinum produces (R)- and (S)-1-phenyl-2,2,2-trifluoroethanol. By the addition of the cinchona modifier enantios-electivity is introduced and the outcome of the reaction is biased. For ideal reaction...
conditions an remarkable ee of 74% towards the (R)-enantiomer of the chiral alcohol product is achieved in the case of the CD modifier. Among the different reactants known for the cinchona alkaloid system we choose to use TFAP as the reactant for our studies. First, because an electron withdrawing group (such as CF$_3$) in alpha-position to the ketocarbonyl group being reduced is a necessity for effective enantioselectivity [112]. The second reason to choose TFAP is the exceptional high electronegativity of fluor, which often leads to distinct features or signals in various kinds of physical investigations.

During the PhD thesis of M. von Arx, the reactions normally have been carried out in different solutions, at room-temperature and under approximately ambient pressures [79]. Therefore, all the statements made in this thesis have to be considered on the background of the well known pressure gap, which describes the pressure gap between real world catalytic systems and their investigation under UHV conditions. Nevertheless, the role of the surface hydrogen concentration is a key kinetic parameter of the reaction conditions used, since hydrogen is a compulsory ingredient of enantioselective hydrogenation reactions. For example $\alpha$-ketoester hydrogenation [113, 114], as hydrogenation of most reactants, is performed at high hydrogen partial pressure in order to improve enantiodifferentiation. We therefore not only investigated the adsorption behaviour of CD, CN and TFAP in the absence of hydrogen, but also in the presence of a hydrogen background pressure in the UHV chamber. We thereby can vary the surface hydrogen concentration and track its influence on the adsorption behaviour of the modifier and reactants involved.

3.4 Sample Preparation

As already explained in the introduction of this chapter, one of the difficulties of this project was to prepare and maintain clean (111) oriented single crystal surfaces of the very reactive platinum and palladium metals, since their high reactivity comes hand in hand with a high sticking coefficient.

The Pt(111) and Pd(111) single crystals (Mateck GmbH, Germany) were cleaned by repeated cycles of Ar$^+$ ion sputtering (800 eV, $4 \times 10^{-7}$ mbar, 30 min) and subsequent annealing [61] at about 700°C for 10-12 minutes via electron impact heating on the single crystal electron bombardment station described in section 2.6. If a new crystal was introduced into the chamber, in the beginning annealing temperatures were kept much lower ($\approx$ 300°C) and were slowly increased during the following cycles until the targeted value was achieved. This procedure prevents superficial defects (caused by contaminants) from growing into the crystal and destroying the perfect crystal structure, which has been crosschecked at times by LEED.

To remove any organic impurities, every second annealing cycle was carried out in the presence of a standing oxygen pressure of $5 \times 10^{-8}$ mbar regulated via a leak valve. After closing the oxygen leak valve to the chamber the samples were flashed at a slightly higher temperature (800°C) for about 2 minutes in order to reduce the oxygen coverage on the surface before the next sputter cycle. The last annealing cycle always has to be carried out without oxygen. Thus a sample preparation normally included an even number of sputter-anneal cycles. Typically four cycles a day lead to atomically clean and flat surfaces. STM images displayed terraces with a width of about 50 – 500 nm.
Due to the high sticking coefficient for most residual gas components on both Pd and especially Pt, special care had to be taken to make sure that the base pressure in the system remained in the low $10^{-10}$ mbar range once the clean samples were prepared. The separate molecule deposition chamber was used to sublimate the CD and CN molecules from home-built resistively heated tantalum crucibles at temperatures of about 100°C. The substrate was kept at room temperature during the deposition process and a cooling trap attached to the chamber was cooled with liquid nitrogen in order to keep residual gas pressure at a minimum. Before and after deposition, a home-built quartz microbalance was used to monitor the evaporation rate at the position where the sample was placed during deposition.

Being liquid at room temperature, TFAP was deposited via the liquid deposition system described in the experimental methods section 2.5. The vapour phase above a liquid reservoir of TFAP was expanded via a leak valve (and a capillary) into the UHV chamber. The exposure was determined by measuring the pressure increase during the inlet with a cold cathode pressure gauge.

All samples were characterised using a home-built STM operating at room temperature. All STM images and time-lapse imaging sequences were obtained in constant-current mode by recording the vertical tip movement of an etched and electron bombarded tungsten tip. The standing hydrogen pressure of $10^{-10}$ to $10^{-6}$ mbar in the STM chamber was controlled in situ by a leak valve.

The average displacement data shown were obtained from time-lapse series of STM images, where scan range and scan speed were set appropriately in order to be able to distinguish the appearance and mobility of different molecular species while still imaging a statistically meaningful number of molecules in one frame. In some cases this was a difficult task, because good topographical imaging of individual molecules typically depends on the tip quality and the scanning condition used. Therefore the image quality can vary during experiments due to tip changes or due to different scan speeds. High resolution images have been achieved at slow scan speeds ($\approx 200$ nm/s), while higher scan speeds ($\approx 600$ nm/s) were required in order to track very mobile molecules.

The image sequences were evaluated by tracking 10 to 15 single molecules by using the particle analysis tool in the STM image processing software WSXM (Nanotec Electronica S.L.). The resulting xy-paths were drift corrected and their integral displacement was calculated by summing up the distances measured from frame to frame, fully neglecting the fact that due to the limited scan speed the molecules may have moved a longer distance in between the images as a result of a back-and-forth movement. Therefore, all mobilities given here are lower limits. By taking the slopes of such integral displacements and averaging over the whole population of a surface species, we obtained the average displacement and its standard deviation in nanometers per minute.

3.5 CD on Pt(111)

Figures 3.3 and 3.4 show STM images of less than half a monolayer of CD deposited on Pt(111). In contrast to earlier findings of CD on Cu(111) [93,94], the individual molecules are randomly distributed on the surface. The random distribution was observed on all samples investigated and independent of the coverage. This indicates a low mobility
and a rather small molecule-molecule interaction compared to the molecule-substrate interaction. On the reactive substrate surfaces of platinum and palladium, hence the formation of molecular assemblies both on terraces and at step edges is prevented. This is well in line with the findings of ab initio calculations [115], which predict a strong chemisorption of CD on Pt involving several Pt atoms.
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**Figure 3.3:** STM apparent height image of cinchonidine (CD) on Pt(111). The image corresponds to the area marked in Fig. 3.4a. Image size: 12 × 12 nm², I=50 pA, U=1.0 V. The profiles a to d on the right correspond to the line cuts shown in the image.

The dimensions of the CD molecules appear somewhat bigger than anticipated from the molecular structure, which is typical when imaging individual protrusions with STM. One has to bear in mind that, when imaging an adsorbate with a high aspect ratio one does not image the electronic structure of the adsorbate itself, but rather its convolution with the electronic structure (shape) of the tip. Therefore individual adsorbates normally appear larger than they are or appear in an ordered assembly [116].

From the appearance of the individual molecules, two distinct forms can be identified. Some examples are highlighted by red and green circles in Figure 3.4 and hence are denominated red and green species in the following.

The appearance of the red species in Fig. 3.4 is characterized by three lobes forming sort of a triangular arrangement. The apparent height of these molecules is around 1.5 to 2 Å on the full width (1.5 nm) and length (2 nm) of these molecules (see Figure 3.3a and b). The green species has a more random shape distribution, but are identified by a characteristic apparent height profile ranging from -1 to 3 Å (Figure 3.3c and d). This characteristic profile shows that the tip moves both, further away from the surface and very close to the surface for each scanline contributing to the image of these molecules.

Based on this observation and the arguments below, the green species is tentatively assigned as CD molecules adsorbed via the quinoline ring in the so-called flat adsorption mode (see Figure 3.5a). In such an adsorption mode the molecule is anchored strongly to the surface via the quinoline π-system, while the quinuclidine part points away from the surface. Therefore, the rotational flexibility of the quinuclidine moiety around the C8-C9 and the C9-C4’ bonds of the molecule described above (see Figure 3.5a and 3.2)
3.5 CD on Pt(111)

**Figure 3.4:** STM sequence showing the evolution of the molecular adsorbates while increasing the hydrogen pressure in the chamber from $2 \times 10^{-10}$ to $3 \times 10^{-6}$ mbar. The selected molecules marked in red, green and yellow represent different adsorption modes of CD on Pt(111). The red species flips to a different adsorption mode (yellow) at elevated hydrogen pressure. The images selected correspond to the images number 2, 8, 12, 17, 22 and 36 of a sequence of 40 images in total. All images were obtained in constant-current mode by recording the vertical tip movement and have been taken at a rate of 52 s per image. The full sequence is available as movie in the supporting material of our paper [117]. The area marked in white corresponds to the area shown in Fig. 3.3. Image size: $25 \times 25$ nm, $I=50$ pA, $U=1.0$ V

is not blocked by any interaction with the metal surface, and the molecule can adopt different conformations (e.g. closed(1), closed(2), open(3), closed(4) etc., for a detailed naming convention see [118, 119]). This identification can explain the observed apparent height profiles in Figure 3.3c and d and the overall appearance of these species: Each time the STM tip approaches a flatly adsorbed CD molecule it starts to interact with the molecule and withdraws in order to maintain a constant current. The CD molecule is affected by the interaction force induced by the tip and as a result changes its conformation by rotation of the quinuclidine moiety around the flexible bonds, lowering the interaction with the tip. This process occurs on a timescale much faster than the feedback loop settings, which control the tip movement. The feedback loop, trying to keep a constant current, lowers the tip towards the surface and as a consequence, the tip exhibits the pronounced sharp directional change shown in Figure 3.3c and d. If the speed of the feedback is decreased (increased), the effect persists, while the characteristic profile is slightly rounded (sharpened). In other words, the appearance of the flatly adsorbed, green species as imaged by STM is partly the result of the feedback system re-
sponding to the fast change in conformation of the molecule. Due to this conformational flexibility, the shape of the molecules is intrinsically not very well defined, nonetheless their appearance is very distinct (Figures 3.3 and 3.4).
Figure 3.5: Schematic top- and sideview of CD on a Pt surface. The CD structures are optimized open(3) (a and b) and closed(1) (c) structures, respectively. Molecules with the given conformation are drawn in proximity to a schematic metal surface. a) represents the flat adsorption mode of CD (green species) while b) and c) represent two variations of the tilted upside-down adsorption mode (red species). The terminal C=C-double bond is marked by a dashed line.
The absence of such a characteristic effect in the imaging of the red species not only leads to a more uniform appearance of the molecules, but implies that no such conformational switching takes place. As a consequence this CD species must interact differently with the metal surface and adopt another adsorption geometry compared to the green species described before. More insight into the possible adsorption geometry of the red species was gained by the time-resolved observation of the CD molecules during a step-wise increase of the hydrogen background pressure in the STM chamber (Figure 3.4a-f and Figure 3.6).
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**Figure 3.6:** Effect of the hydrogen pressure $p$ on the mobility of the green (crosses) and the red (circles) species during the full sequence of 40 images taken. The integral displacement $d$ of the molecules is displayed versus the image number. The mobility is initiated by the hydrogen-induced transformation of the red into the yellow species and persists when the hydrogen pressure is lowered again. The dashed lines mark the images displayed in Figure 2a-f.

In the first period (images a-c), all molecules are virtually immobile and stay at their place up to a hydrogen pressure of $6 \times 10^{-8}$ mbar. Upon a further increase in hydrogen pressure, 4 out of 6 molecules of the red species change their appearance (image c and d). These molecules are marked yellow. Similar to our observations with the green species (tentatively assigned as flatly adsorbed molecules), the appearance of these molecules marked in yellow is dominated by a characteristic, sharp profile. Therefore, it is suggested that these CD molecules have changed their adsorption mode in a way which released the quinuclidine part of the molecule from a fixed to a free position. It is important to note that this transformation was induced by the presence of hydrogen on the Pt surface. When no hydrogen was available in the chamber, such a transformation has never been observed. Furthermore, the transformation was irreversible. After closing the leak valve, no back-conversion from the yellow to the red species was observed, as illustrated in image f. The full image sequence consisting of 40 images is available online as movie in the Electronic Supplementary Information of reference [117]. In this movie the changes in adsorption geometry and the surface dynamics of the different species can
be seen best, as the static representation by six snapshots (Fig. 3.4) can not adequately illustrate the entire information available.

On the basis of these experiments, we tentatively assign the red species to a tilted upside-down adsorption mode, similar to the one shown in Figure 3.5b. In this illustration the open(3) conformer, which is the most stable in gas phase [118], is placed in an upside-down fashion on the schematic Pt surface. Compared to a flat adsorption (Figure 3.5a) the adsorption energy is expected to be lower because the interaction between the aromatic moiety and the Pt surface is weakened, if they are not parallel [115, 120]. However, some adsorption energy is gained by the additional interaction of the terminal C=C-double bond and the quinuclidine N atom (Figure 3.5b and c), which are brought into close proximity to the Pt surface. Through this additional interaction the position of the quinuclidine moiety is fixed, explaining the lack of the sharp dark-bright feature, which is present for the green species, in the images of the red species. It is well known that with increasing hydrogen pressure the terminal C=C-double bond can undergo hydrogenation [121, 122], which weakens the bonding of this part of the molecule to the surface. Hence, the molecule could flip to an energetically more favourable adsorption mode similar to the flat adsorption mode shown in Figure 3.5a.

Despite the similarities between the yellow species and the flatly adsorbed molecules, there is a significant difference between them concerning the surface mobility. It can be seen in Figure 3.4d-f (and in the movie) that the yellow species change positions within the image sequence. They have a higher mobility than both the flatly adsorbed as well as the tilted upside-down molecules. The change in mobility concomitant with the flipping of the adsorption mode is shown in Figure 3.6 where the integral displacement \( d \) for each of the six molecules marked in red (later yellow) and green is shown. Note that in addition to the appearance of the molecules in the STM images, the different surface mobilities of the adsorbed species is an additional, very strong argument for the discrimination of different surface species. This increased mobility is further confirmed by these molecule’s appearance in STM: they move slightly under the influence of the tip during the imaging process, which leads to a jagged outline. This makes it more difficult to identify a precise adsorption mode of this yellow species. However, we suggest an adsorption mode similar to the flat one depicted in Figure 3.5a. The higher mobility may be due to a partial hydrogenation of the aromatic ring system. This partial hydrogenation is known to occur as a side reaction during the catalytic process, weakening the adsorption strength of CD, and decreasing the efficiency of this catalyst system [123, 124]. Interestingly, only those molecules which have been converted from the red into the yellow species exhibit an increased mobility in our experiments. We may thus speculate, that during this transformation, the molecules have a higher activity towards hydrogenation than the green species which we observe to be inert in our experimental sequence.

After these first experiments with this catalytic system, a more refined study was initiated in order to gain more detailed information (Fig. 3.7). Compared to the results of our earlier study [117], the refined analysis method described in section 3.4 allows a more detailed description of the surface diffusion of the different surface species populations. In the new series of STM movies (81.5 seconds/frame), the molecules were tracked individually while the standing hydrogen pressure in the STM chamber was increased stepwise in larger steps than before from \( 1 \times 10^{-10} \) mbar to \( 2 \times 10^{-6} \) mbar. The mobility of the molecules was determined by calculating an average displacement for each surface
species population and for each hydrogen pressure.

**Figure 3.7:** (a) STM image of CD (0.27 ML) on Pt(111) at low hydrogen pressure \((2 \times 10^{-10}\text{ mbar})\). Inside the marked area, representative for the whole sample, the two different adsorption modes of CD are highlighted. Green circles designate the flatly adsorbed molecules, red circles mark the molecules in the tilted adsorption mode. Image size: \(25 \times 25\text{ nm}^2\), \(I = 50\text{ pA}, U = 1.0\text{ V}\). (b) Average displacement measured for CD on Pt(111). The step function represents the hydrogen pressure used in the time-lapse series. Filled symbols show the mobility of flatly adsorbed molecules, where the triangles stand for free molecules and the squares stand for molecules in clusters. Crosses represent molecules initially adsorbed in a tilted adsorption mode. They flip into a different adsorption mode with significantly increased mobility at elevated hydrogen pressures.

In general, the new results support the conclusions made earlier: two clearly distinct adsorption modes can be identified. They have been assigned as flat (quinoline ring system parallel to the surface, strong interaction with the surface, low mobility) and tilted adsorption modes (quinoline ring system inclined to the metal surface, weaker interaction with the surface, high mobility at elevated hydrogen pressure), respectively, as discussed above and in detail in reference [117].

Furthermore, the new data set revealed more details in the diffusion behaviour. In particular, a difference in the mobility of the flatly adsorbed molecules - depending on their local surface density - becomes apparent. This surface species population has to be divided into two groups. The molecules which are isolated (no other molecules in close proximity, filled triangles in Fig. 3.7b) show a slight increase in mobility when increasing the hydrogen pressure, while the molecules in a dimer/cluster configuration (one or more molecules in close vicinity, filled squares in Fig. 3.7b) stay practically immobile on the timescale and in the pressure range of our experiments. The slight mobility increase of the isolated molecules mainly originates from a wobbling motion of the molecules at elevated pressure: the molecules seem to be pinned to the surface by one part of the molecule while the remaining part wobbles from side to side, typically in angles of \(60^\circ\). The population of molecules with a tilted adsorption geometry (crosses in Fig. 3.7b) show the same behaviour as described before. They remain immobile until, at a threshold hydrogen pressure of \(8 \times 10^{-8}\text{ mbar}\), the mobility increases instantaneously.
to a much higher value. At the same time the appearance of these molecules changes significantly. As already stated, this transformation is irreversible as no reversal to the original appearance and mobility is observable upon lowering the hydrogen pressure back to the original value. The new set of data shows that the mobility increases by a factor of 10 or even more in the course of this transformation. The average displacement value for this species has a relatively high variance (see error bars) because of the clustering effect: On its track across the surface, such a molecule - at times - gets in close proximity to other molecules ("cluster"), which leads to a temporal decrease in the mobility. As the time during which an individual molecule remains inside such "clusters", varies from molecule to molecule, the average displacement value for the whole population varies. Of course this effect depends on the (local) coverage of the sample.

3.6 CN on Pt(111)

CN differs from CD only in the absolute configuration of two of the 4 stereocenters (Fig. 3.2 top). Therefore the two molecules are diastereomers. But due to the mirror plane symmetry of the stereocenters C8 and C9, which are crucial for the stereochemical control of the catalytic reaction, the two molecules are often called near- or quasi-enantiomers. An example of the topographic image obtained from 0.15 ML CN on Pt(111) is given in Fig. 3.8a. As observed for CD, the CN molecules are distributed randomly on the surface, which again indicates a low mobility due to a strong molecule-surface interaction. On a first sight, the molecules appear quite different from the images obtained for CD (Fig. 3.7h). But this is mainly due to tip effects: as already indicated in the section above and in chapter 2 the very apex of an STM tip and scanning conditions may change from experiment to experiment, from sample to sample or even during a scan. This leads to significant differences in the image of objects, in particular of isolated objects (in contrast to regular arrays of objects) such as CD or CN, which are randomly distributed on the surface. Compared to the CD/Pt(111) sample shown in Fig. 3.3, 3.4 and 3.7h, the tip allowed only lower resolution in the case of the CN/Pt(111) sample shown in Fig. 3.8a. As a result, the molecules appear a bit broader, and the characteristic up/down feature described above (Section 3.5) for the image of the flatly adsorbed CD molecules is not visible for the CN molecules in Fig. 3.8a.

Nonetheless, the molecules appearing as a grey oval with a brighter spot, which are marked with a green circle in Fig. 3.8a, are assigned as flatly adsorbed molecules. This assignment is justified by the following facts: (i) with a lower resolution the flatly adsorbed molecules of CD appear exactly the same; (ii) by changing the scanning speed and/or the response speed of the feedback loop of the tip movement, the image of a flatly adsorbed CD in Fig. 3.7h changes towards the appearance observed for the CN molecules in Fig. 3.8a, and vice versa; (iii) the diffusion behaviour of these molecules is very similar to the one observed for the flatly adsorbed CD molecules but clearly distinct from the molecules marked with red circles in Fig. 3.8a.

The result of the analysis of the surface diffusion of CN on Pt(111) is given in Fig. 3.8b. As shown by the step function in Fig. 3.8b we used approximately the same hydrogen pressures as in the measurements of CD on Pt(111). Again, the two surface species populations can be clearly discriminated concerning their mobility. The flatly adsorbed
Figure 3.8: (a) STM image of CN (0.15 ML) on Pt(111) at a hydrogen pressure of less than $10^{-10}$ mbar. As for CD, the two different adsorption modes of CN are highlighted for all molecules inside the marked area. Green circles designate the flatly adsorbed molecules. Red circles mark molecules in the tilted adsorption mode. Image size: $30 \times 30 \text{nm}^2$, $I = 25 \text{pA}$, $U = 0.8 \text{V}$. (b) Average displacement measured for CN on Pt(111). The step function represents the hydrogen pressure used in the time-lapse series. Filled symbols show the mobility of flatly adsorbed molecules, where the triangles stand for free molecules and the squares stand for molecules in clusters. Crosses represent molecules initially adsorbed in a tilted adsorption mode. They swap into a different adsorption mode with significantly increased mobility at elevated hydrogen pressures.

All together this means that the diffusion behaviour of CD and CN on Pt(111) in the presence and absence of hydrogen is very similar. Nevertheless, there is one significant difference: the flatly adsorbed CN molecules which are free (not in a dimer/cluster) show a significantly higher mobility than their CD analogues. It can be excluded, that this difference is due to the different coverages on the samples measured. In both cases our results were measured in the low coverage regime, with a high number of free molecules available. Also the very subjective human perception supports this result when movies of both systems are compared: The overall mobility of CN on Pt appears higher.
3.7 TFAP on Pt(111)

From a first glance on the STM image (Fig. 3.9a) of about 0.17 ML TFAP deposited on Pt(111) a clear tendency of the molecules to form dimers can be seen. As highlighted by the circle in the lower part of the image, individual TFAP molecules are imaged as a pair of spots: a small dark spot next to a bigger bright spot. Dimers - a typical example is marked by an ellipse in the center - are often imaged as a bone like bright structure having a dark spot on each side. It is interesting to note that similar dimers have already been observed with STM by Lambert and coworkers for ethylpyruvate on Pt(111) [91]. As already stated in section 2.1.3 and from various STM investigations it is well known, that electronegative elements like oxygen or fluor are imaged as depressions in STM [32, 33]. Therefore, we tentatively assign the dark spot as the image of the carbonyl part of TFAP whereas the larger bright spot is assigned to the benzene ring of the molecule. Not surprisingly, for a smaller molecule chemisorbed with a smaller $\pi$-system and interacting with fewer platinum surface atoms, TFAP has a higher mobility than CD and CN. Therefore one has to scan faster whereby the time per image was reduced to 21.2 seconds. During such STM series it very soon became clear that the TFAP dimers are not stable at room temperature. The TFAP molecules are characterised by a threefold dynamic behaviour. First, there is a dynamic equilibrium between monomers and dimers and second, the dimers can move as an intact entity on the surface. As expected, this mobility is smaller than the mobility of the monomers, which is the third dynamic process on this sample. As a consequence the best way to quantify the mobility of TFAP at different hydrogen pressures was to track individual monomers in time regardless whether they temporarily were a member in a dimer or not.

Figure 3.9: (a) STM image of TFAP on Pt(111) at low hydrogen pressure $2.5 \times 10^{-10}$ mbar. Single TFAPs show as a small dark spot next to a bigger bright protrusion (circle in the lower part of the image). Dimer TFAP look like a bright bone with two dark spots on each side (ellipse in the upper part). Image size: 25 x 25 nm, $I = 20$ pA, $U = 0.65$ V. (b) Average displacement of TFAP on Pt(111). The step function represents the hydrogen pressure during the time-lapse series. The data points represent the mobility of TFAP at each hydrogen pressure step.

Nevertheless, the different contributions to the overall mobility can be extracted from
the plot in Fig. 3.9b. While the average displacement of the TFAP molecules increases only slightly with increasing hydrogen pressure, the standard deviation of the values for individual molecules (given by the error bars) is becoming significantly smaller. This is a consequence of TFAP’s tendency to form dimers. At low hydrogen pressure a higher fraction of the TFAP molecules is part of a dimer than at higher pressures, where almost exclusively monomeric TFAP is present. Therefore the average displacement measured at low pressure consists of a contribution from the dimers (low mobility) and from the monomers (high mobility), which leads to a high standard deviation. On the other hand, at high pressures the average displacement value consists almost exclusively of the values of the monomers, resulting in a smaller error bar.

Based on this argumentation one would expect to see a more prominent increase of the average displacement in Fig 3.9b, since most of the TFAP molecules are present in a monomeric form. The apparent contradiction is an excellent example for the influence of the local adsorbate coverage on the mobility of an adsorbed species [125–127]. As a high fraction of TFAP molecules is tightly bound into dimers at low hydrogen pressure, a big part of the surface is available for the unhindered diffusion of the monomers. In other words, the strong tendency to form dimers at low hydrogen pressure favours a high average displacement of the monomers. In the high pressure regime, however, almost all TFAP molecules are monomers. This leads to a homogeneous distribution of molecules with an equally high density of molecules in the neighbourhood of each monomeric molecule. As a result, all monomers move in smaller jumps interacting more regularly with adjacent molecules. This model explains why there exist higher displacement values in the low pressure regime than in the high pressure regime, as can be seen from upper limits of the error bars in Fig. 3.9b.

3.8 CD on Pd(111)

An STM image of 0.25 ML of CD deposited onto a Pd(111) single crystal is shown in Figure 3.10a. Although this is a different substrate, again a random distribution of the molecules is observed and at least two different adsorption modes can be distinguished. One of them is clearly similar to the flat adsorption mode identified for CD and CN on Pt, even though the resolution in the image shown is lower than in the previous images it is clearly visible that this adsorption mode consist of two parts: a rather flat, oval bottom part and a relatively flexible (under the tip influence flexible) top part. This is in agreement with a flat adsorption mode as identified before. At first sight, the time-lapse image series revealed that already in the low pressure regime, the flatly adsorbed molecules, which are not part of a larger cluster, show a remarkable high mobility (filled triangles in Figure 3.10b). This is a significant difference to the mobility observed for the analogous surface species population on Pt, which can be seen if one compares the graph of filled triangles in Figure 3.7b and 3.10b). Since a high fraction of all molecules on Pd belongs to this surface species population, the overall mobility in this image series is much higher than on Pt. Furthermore the mobility of all adsorbed species is almost independent of the hydrogen pressure. With one exception - at the highest pressure range the species represented by triangles couldn’t be tracked any more, as shown by the missing data point. Probably their mobility gets so high that we can’t image the
molecules anymore since these molecules only appear as streak noise in the STM image.

Figure 3.10: (a) STM image of CD (0.25 ML) on Pd(111) at low hydrogen pressure (2 × 10⁻¹⁰ mbar). Inside the marked area, representative for the whole sample, two different adsorption modes of CD are highlighted. Green circles designate the flatly adsorbed molecules, dashed circles mark a different adsorption mode. Image size: 25 x 25 nm, I = 22 pA, U = 1.05 V. (b) Average displacement measured for CD on Pd(111). The step function represents the hydrogen pressure used in the time-lapse series. Filled symbols show the mobility of flatly adsorbed molecules, where the triangles stand for free molecules and the squares stand for molecules in clusters. Outlined circles represent molecules adsorbed in a different adsorption mode, with a rather dark appearance.

The molecules marked with dashed circles in Figure 3.10 differ from the flatly adsorbed molecules in several ways. In the topographical image they lack the characteristic signature for the flexible top part, which is a clear sign for an adsorption geometry significantly different from the flat adsorption mode. However, the resolution obtained does not allow any conclusion on the precise adsorption geometry. The surface mobility of this surface species population (circles in Fig. 3b) is clearly distinct from the flatly adsorbed molecules. There is virtually no mobility observable, independent of the local environment (free molecules vs. dimers/clusters) and independent of the hydrogen pressure. This is a further justification for the identification of these molecules as a second surface species population. Changes in the mobility pattern like those identified as flipping events from the tilted to flat mode of the CD/CN on Pt systems have never been observed on Pd(111) for any surface species.

Altogether this means that on Pd(111) the flatly adsorbed surface species population is the more mobile species, in contrast to the observations for CD and CN on Pt(111). In addition there seems to be no (measurable) effect of the hydrogen pressure on the surface diffusion on Pd, at least in the pressure regime accessible in our experiments.
3.9 Discussion

For the sake of clarity not all molecules in Figures 3.3, 3.4 and 3.7 have been marked as green, red or yellow species. However it can be seen easily, that the majority of those molecules which have not been marked, are characterized by the sharp dark-bright feature typical for the green species. If all molecules are summed up, almost 90% of the CD molecules adopt this flat adsorption mode. This interpretation is supported by the fact, that all these molecules are virtually immobile, very much the same as the 6 selected molecules which have been marked with a green circle.

Unfortunately, there is no direct proof for the adsorption geometries we suggest in Figure 3.5. However we could not identify any other adsorption geometry of CD which could explain both, the very low mobility of the molecules on Pt(111) and the flexibility of the quinuclidine moiety, we observed for the green species. Furthermore, recent calculations showed that such an adsorption geometry of CD is very stable on Pt(111) [115]. Still, with the resolution possible to obtain with STM at room temperature, we can not exclude that the full population of the green species consists of different adsorption geometries which differ from the one shown in Figure 3.5a in some respect as e.g. (i) the precise angle between the Pt surface and the plane of the quinoline ring or (ii) the rotation of the quinoline ring around the C9-C4’ bond by 180°, discriminating between open(3) and open(4) or closed(1) and closed(2) conformations.

For the adsorption geometry of the red species the situation is less evident. Besides the adsorption geometry shown in Figure 3.5b and c, other structures, where the quinuclidine part of CD is fixed to the surface by an additional interaction are possible. Such a structure bearing the potential for the hydrogenation of the terminal C=C double bond has been found recently through calculations [115].

It is interesting to compare our STM data with the wealth of spectroscopic and catalytic data available for the Pt/CD system. Even though the results presented here have been measured at conditions far from the real catalysis conditions (pressure gap) there is a good level of agreement with the findings obtained by other techniques. For example, the predominantly flat adsorption as well as the existence of tilted (mainly at higher coverage) adsorption modes has been observed by different spectroscopic methods [121, 122, 128]. The importance of flat adsorption of CD has also been demonstrated by catalytic studies [129]. The hydrogenation of the terminal C=C-double bond is known to occur fast under catalytic conditions and during in-situ ATR-IR spectroscopy [121–123], and the partial hydrogenation of the aromatic moiety of CD and its consequences for enantioselective hydrogenation have been investigated by various groups [123, 124, 130]. Finally, the very low surface mobility observed for most CD species is also in agreement with the observation of Bakos et al., who showed by cyclic voltametry that the adsorption of CD on Pt is irreversible [131].

The random distribution of the CD molecules on the whole Pt(111) surface, independent of coverage, stands in contrast to findings recently reported on copper [93, 94]. As already stated, those findings are very doubtful as a second group could not reproduce the CD assemblies, but could attribute the assemblies to the solvent used [95]. Anyhow, with Pt the formation of an ordered assembly is not possible, due to the much stronger interaction of the molecules. Future investigations should therefore focus on Pt, as the investigation of CD on nonreactive metals such as Cu are likely to be of no or minor
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relevance concerning the surface processes involved in asymmetric catalysis.

As already stated in the introduction the complex systems addressed in our experiments do not allow for the determination of physical quantities such as the hopping rate $h$ or the diffusion barrier energies $E_D$, because the potential energy hypersurface for the adsorption of molecules like CD and CN is very complex and subject to changes in the course of dynamic processes. As a consequence the value of our measurements lies in the possibility to directly compare the results obtained under identical conditions on different molecule-substrate combinations.

It is therefore interesting to relate the surface diffusion behaviour of CD and CN, and in particular the observed differences between them, to the well known catalytic behaviour of the Pt and Pd cinchona alkaloid system. As shown in Figs. 3.7b and 3.8b, the dynamic behaviour of these two chiral modifiers on Pt(111) is very similar but not identical. This is not surprising, as one would expect an identical behaviour only for real enantiomers, while CD and CN are ”near-enantiomers” or to be precise: diastereomers. This is also reflected in a wealth of catalysis experiments, which show that CD and CN behave almost like enantiomers, yielding the products with different absolute configuration at the newly formed stereocenter. However, the efficiency of the reaction concerning the enantiodifferentiation is slightly different for CD and CN. Typically the enantiomeric excess (ee) to the (R)-product achieved with CD is higher (by a few percent) than the one with CN to the (S)-product, as already observed in the original studies by Orito et al. [102]. The origin for this small difference is still not clear. No direct evidence for a difference in the adsorption mode or the conformational behaviour has been found so far. The first indirect clue has been given by Huck et al. [130] who found that predominantly the product with the absolute configuration expected for a reaction with CD as chiral modifier was formed, when using 1:1 mixtures of CD and CN or even an excess of CN. However, from these experiments it could not be concluded whether the origin of this nonlinear effect lies in a difference of the adsorption strength of the two modifiers and/or (subtle) differences in the conformational or geometrical configuration between modifier and reactant, responsible for the enantiodifferentiation.

Our STM and diffusion analysis data provide further important evidence for answering this longstanding question. In principle, either different surface species populations with different chiral efficiencies or differences in the adsorption strength could be at the origin of the nonlinear effect observed. While different surface species population cannot be ruled out with the presently available experimental evidence, our STM and diffusion analysis data clearly indicate a difference in the adsorption strength between the flatly adsorbed CD and CN molecules as the origin of the nonlinear effect. Indeed this is the only difference we observe between the two modifiers in our diffusion analysis. Compared to CD, the average displacement is higher for the flatly adsorbed CN molecules. As the adsorption of these molecules is through strong chemisorption, including several chemical bonds between several surface atoms and various carbon atoms of the quinoline ring system [132, 133], the average displacement is a direct measure of the adsorption strength. As a consequence the flatly adsorbed CN molecules adsorb less strongly on the Pt surface than the flatly adsorbed CD molecules. As all existing mechanistic models consider the flatly adsorbed CD/CN molecules as the catalytically relevant species [78], our results could explain the nonlinear effect: If CD and CN are coexisting in a reactor fluid, the concentration of the flatly adsorbed CD molecules is higher on the surface.
than the concentration of the analogous surface species of CN. Of course this effect could be complemented by subtle differences in the geometrical configuration of CD/CN and reactant on the surface, which are beyond the resolution power attainable by STM for this system.

The other interesting observation is the difference in the diffusion behaviour of CD on Pt(111) and Pd(111). While on Pt the population of the flatly adsorbed molecules is almost immobile (Fig. 3.7b), the flatly adsorbed CD molecules show a high mobility on Pd. This indicates that the adsorption strength for this surface species of CD is much higher on Pt than on Pd. Again this is in line with a well known fact: to obtain good enantioselectivities in hydrogenation reactions over Pd much higher CD concentrations are needed than on Pt [85, 134]. Due to the competition with reactant and solvent molecules a high concentration of CD is needed to cover a significant amount of the surface with CD molecules. On Pt, however, the interaction of CD with the surface is so strong, that small amounts of CD are enough to compete with other potential adsorbates. As a result, too high CD concentrations lead to a drastic decrease in reaction rate on Pt, since the reactants have to compete with CD for the adsorption sites.

Finally the differences between Pt and Pd observed here, complement existing knowledge attained by ATR-IR-spectroscopy [135], where it was found, that tilted adsorption geometries are more abundant on Pd than on Pt. This is clearly supported by our STM measurements. Our mobility analysis shows that on Pd the surface species population with the unknown adsorption geometry is less mobile than the flatly adsorbed molecules. Obviously there are adsorption geometries that bind more strongly to the Pd surface than the flat adsorption mode of CD. As a result, the flat adsorption mode is less abundant on Pd than on Pt, as observed in ATR-IR-spectroscopy.

The studies of TFAP on Pt as the only reactant in our study show an interesting case of cluster formation - the formation of TFAP dimers at low hydrogen pressures. The nature of this TFAP-TFAP interaction is most probably a dipol-dipol interaction, since TFAP has a strong electric dipol moment due to its carbonyl and CF$_3$ groups. This dipol-dipol interaction is further amplified on the metallic substrate surface by mirror image dipoles induced in the conductive substrate [136]. The interesting pressure dependency of TFAP - at higher hydrogen pressure only TFAP monomers are present - hasn't been investigated so far in the community of asymmetric heterogenous catalysis and can become of interest on the background of the 1:1 interaction model [107]. At low hydrogen pressure the formation of a TFAP-modifier complex competes with the TFAP-TFAP cluster formation and may thereby influence the reaction kinetics. As already noted, the splitting of TFAP dimers into monomers is reversible when going back to lower hydrogen pressures after closing the hydrogen leak valve. This could indicate that the TFAP molecules are not hydrogenated or otherwise chemically changed during the whole process.

### 3.10 Conclusions and Outlook

Compared to all other catalytic and spectroscopic techniques used on the Pt-cinchona system, the fundamental difference of our STM approach lies in the fact that we can gain information on the level of single molecules and follow their behaviour with time.
This is particularly advantageous because in heterogeneous catalytic processes it is impossible to know a priori whether the most abundant surface species is also the most relevant for the catalytic process [137]. The discrimination of different surface species by their mobility and the time-resolved observation of their surface chemical processes provides a powerful tool for the investigation of complex catalyst systems such as the Pt-cinchona system. The results presented in this thesis demonstrate the feasibility of such an approach, although the ultimate goal - the elucidation of the mechanisms involved in the enantiodiscrimination on a single molecule level - has not been reached. The main obstacle to achieve this goal is the lack of high resolution images of the CD molecules due to their flexibility and the complexity of the substrate molecule interactions.

Nevertheless, our analysis of the adsorption and surface mobility of CD, CN and TFAP on Pt and Pd has revealed some interesting facts:

- No ordered assembly of CD and CN could be found on both, Pt and Pd substrates. Instead a random distribution was observed, which corroborates the 1:1 interaction model.

- The discrimination of flat and tilted adsorption modes of CD and CN was possible in accordance with the results of Ferri et al. [122]

- The time-lapse STM series with varying hydrogen pressure showed that the tilted species of CD and CN on Pt flip to a flat adsorption mode at higher hydrogen pressure. This is in agreement with the catalytic observation of side reactions (hydrogenations) occurring at the quinoline ring of the modifier during catalytic reactions performed at technological relevant conditions.

- The different mobility of CD and CN on Pt indicates the origin of the non-linear effect to be due to the difference in adsorption strength between the flatly adsorbed species of the quasi-enantiomers CD and CN [138].

- CD has a higher mobility on Pd than on Pt in agreement with the experimental finding that much higher CD concentrations are needed on Palladium for high catalytic efficiency.

- Adsorption of TFAP on Pt showed dimer formation at low hydrogen pressure whereas at higher pressure monomeric species became dominant. The shift in the dimer/monomer population upon change in hydrogen pressure was reversible, indicating that no irreversible chemical reaction (hydrogenation) occurred.

All together our work showed that STM investigations can complement other surface analytical methods and quantum chemical calculations in order to gain insight into the mechanistic aspects of this complex catalyst system. The results presented demonstrate the possibilities and limits of STM investigations for complex catalytical processes. The next step, the co-deposition of the complete enantioselective system of TFAP and CD, was already done but no conclusive statement could be made so far. One major drawback of STM herein is the lack of chemical information. In order to take a closer look on such a system it would be of great interest to know if the reactant (TFAP in our case) is already hydrogenated after complex formation with the modifier or not. It is also not clear yet.
if the low UHV hydrogen pressures used will induce the hydrogenation at all. An IR spectrometer combined with the STM could probably help to elucidate this problem if the signal to noise ratio is sufficiently high.

The major problem to solve in the future is the improvement of the resolution for scanning the modifier molecules. One possibility would be the investigation of modifiers which don’t exhibit the flexibility of the quinuclidine part. An Hungarian group of researchers [139] once described a synthetic cinchona derivative (α-isocinchonine) with a fixed open conformation, which still showed enantioselectivity.

Another option would be to extend the quinoline ring of the CD/CN modifiers by adding e.g. a phenyl group, which would certainly improve the possibility to identify their adsorption mode and geometric relation towards the reactant. In the same sense, larger reactants would be desirable to be able to discriminate whether they are adsorbed in a pro-R or pro-S enantiofacial form. The choice of a new reactant is not as easy as expected, because in addition to its function in the catalytic system, its usability under UHV conditions is of importance. One also could think of a reactant which forms ordered chains or structures via self-assembly. A reactant forming a complex with a modifier would thereby mediate its enantiofacial chirality into an ordered tail or structure far from the modifier’s flexible moieties and give us the possibility to indirectly conclude on its enantiofacial form.

As a final remark I would like to mention that STM studies on such real catalytic system are experimentally most demanding. Not only are the CD/CN molecules large and complex in comparison to small molecules as e.g. CO investigated successfully so far [2], but also those molecules are not standard STM ‘white mice’ molecules as e.g. perylene and porphyrin derivatives normally done in the Nanolab. Additionally, the handling of the very reactive Pt and Pd surfaces was difficult in the rather big Nanolab UHV system, also seen in the light of a room-temperature system used for several other projects. A direct evidence for these experimental difficulties is the fact that there do not exist many studies of comparable real catalytic systems [46, 87, 91] and even the existing ones have sometimes questionable results [93, 95]. Nevertheless, the field of catalysis on surfaces still provides a lot of interesting questions and promising advances may be possible by the combination of different techniques as shown very recently by Berner et al. [140].
4 Assembling Organic Molecules on Surfaces with In-situ Reactions

This chapter summarizes the work on a project done in collaboration with Prof. Lutz Gade from the University of Heidelberg. Prof. Gade provided us with a perylene derivative, 4,9-diaminoperylene-quinone-3,10-diimine (DPDI), which was deposited and self-assembly was induced via an in-situ reaction on the metal surface.

4.1 Motivation

With Moore’s law [141] in mind and the traditional fabrication methods of semiconductor industry rapidly approaching their fundamental limits [142–145], an alternative route to build smaller functional devices may be the use atomic and molecular systems as already suggested 56 years ago by Richard P. Feynman in his famous statement: ”There’s plenty of room at the bottom” [7]. The physics at such small length scales is dominated by quantum mechanical effects and new materials and technologies as e.g. nano-powders or quantum computing [146] with completely new characteristics are imaginable. This new field of research is called nanotechnology, since the structural length scales of such systems are in the range of $0.1–100$ nm.

One major need for technological applications in this context is the possibility to build large arrays of such nanostructured materials with sub-nanometer positioning accuracy of the individual functional units in order to achieve the same scalability as known from classical semiconductor microelectronics [147]. The most promising route to achieve this goal is to use autonomous ordering phenomena like self-assembly [148], self-organized growth or at some later point maybe even self-organization to structure organic molecular systems [8]. This so called bottom-up approach is fundamentally different from the classic top-down methods like lithography used in device fabrication until now. In contrast to top-down methods, which externally impose a structure on the material being processed, bottom-up methods aim to guide autonomous ordering by choosing wisely the individual constituents which should build up the new material. Making use of their inherent physical and chemical properties, setting up the right environmental conditions like temperature, deposition rates, cooling rates, etc. and intelligently designing linker groups attached to the constituents finally leads to desired structures. Thus, the bottom-up technique does not rely on an often time consuming step during which one actively has to build the structure. Once the mechanisms controlling the self-ordering phenomena are fully understood, the bottom-up approach combines the ease of (massively) parallel fabrication with exquisite control over shape, composition and mesoscale organization of the structures formed.

In this context, the concepts of supramolecular chemistry [149] have shown impressive
results for molecular self-assembly on surfaces [150], making use of the sophisticated interplay between individual structural units. Moreover, it was possible to obtain self-assemblies of nanoporous networks on surfaces which may later on act as a framework for trapping or placing functional units. In most cases, the assembly of the underlying building blocks of such networks is based on noncovalent interactions that shape extended supramolecular entities in variable dimensions [69, 151, 152] [153–158]. There are striking examples of molecular surface structures, whose formation is driven by metal coordination [159], dipolar coupling [155] or hydrogen bonding [160] interactions. However, the formation of such thermodynamically controlled aggregated structures is reversible in most cases and the interaction between the molecular components is frequently weak.

Therefore, the original goal of this project was to produce polymeric structures on surfaces by covalent cross-linking, which may exhibit better conductive properties and thus would be better suited for electronic devices. Up to now, various approaches to construct polymeric structures on surfaces have already been reported. For example molecules possessing acetylene and diacetylene groups were used [161, 162] to build up 1D as well as 2D structures on highly oriented pyrolytic graphite (HOPG) surfaces. These structures were obtained by irradiation with UV light to induce the covalent coupling between the individual monomers. While the one-dimensional (1D) wires generated by photo-polymerization were randomly distributed on the surface, the length of the polymeric chain and its position on the surface could be controlled using STM polymerization. This has been nicely demonstrated by the group of Okawa and Aono [163], which employed a diacetylene containing compound to produce linear conjugated polymer nanowires either by applying a voltage pulse with a STM tip or by irradiation with UV light. Another class of molecules used for surface polymeric structures are thiophene derivatives, either as pre-synthesized polythiophenes which spontaneously self-organize on a surface [164, 165], or thiophene monomers which are transformed into 1D wires by electrochemical epitaxial polymerization [166]. However, in all these approaches the dimensionality of the resulting polymer is given and cannot be varied.

4.2 A Short Introduction to the Chemistry of DPDI

The starting material for this surface study was 4,9-diaminoperylene-quinone-3,10-diimine (DPDI 1 Fig. 4.1), which we kindly obtained from the inorganic chemistry group of Prof. Gade in Heidelberg. From bulk DPDI it was known that it polymerizes under the release of ammonia and therefore was a good starting point for our goal of covalently linked surface self-assemblies. Basically, DPDI is a planar aromatic molecule consisting of a core of five benzene rings with one amine and imine functional end group on each short side of the molecule. This so-called perylene core forms a large \( \pi \)-system and molecules with large \( \pi \)-systems, as e.g. pentacene- and perylene derivatives, phthalocyanines, porphyrins or flake like aromatic hydrocarbons, are popular to be studied in surface science and a wealth of literature exists [167–171]. To a large extent this is due to the fact that these flat aromatic molecules are often easy to handle both from a chemical point of view and under UHV conditions needed for many surface science methods. Such molecules are often flat lying on a substrate surface when deposited in a submonolayer regime since the extended \( \pi \)-system couples unspecifically to the metallic
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substrate surface. Additionally, their often relatively simple, almost rectangular shape facilitates a laterally dense packing. Depending on the functional groups applied to such aromatic molecules various sorts of assemblies can be formed. A very famous example of the perylene family is perylene-3,4,9,10-tetracarboxylic-dianhydride (PTCDA) [172, 173] which assembles in a herringbone pattern on Ag(111) [174], HOPG and MoS$_2$ [175] and is envisioned as an organic semiconductor for technological applications in organic field effect transistors (OFETs) [176, 177] or organic light-emitting devices [178, 179].

![Figure 4.1: The formation of DPDI 1 by oxidative coupling of two 1,8-diaminonaphthalene molecules, and its redox conversion into 1a and 1b.](image)

Synthesis of DPDI was first reported by Zinke et al. [180] in 1929. Their preparation started from parent perylene which was converted to 3,4,9,10-tetranitroperylen by treatment with concentrated nitric acid. This resulting compound was then reduced in alkaline solution to give DPDI. However, it has received little attention since then, due to its cumbersome synthesis and the extremely low yield for the desired product. In 1998, Hellmann et al. [181] presented a new one-pot synthesis for DPDI by oxidative coupling of two silylated 1,8-diaminonaphthalene molecules which involves the - probably - concerted demetalation and coupling of two thalium amides. After treatment of the resulting silylated quinoidal perylenes with KF in methanol or water the parent DPDI compound is received with a high yield for the final product.

DPDI displays a particular rich redox chemistry [182]. Its most stable form corresponds to the semiquinoidal structure 1 displayed in Figure 4.1 which on the one hand can be reversibly converted to the perylene 1a by a two-electron reduction, as previously shown for derivatives bearing bulky N-silyl groups. On the other hand, a two electron oxidation gives rise to the quinoidal redox state 1b by dehydrogenation of the amine.
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groups. It is important to note that the combination of amine and imine groups connected to a naphthalene moiety as in the semiquinoidal form 1 is not common in chemistry, since such compounds are likely to polymerize under release of ammonia. Probably the delocalized $\pi$-system of the perylene core stabilizes the imine and amine end-groups in the case of DPDI. Additionally, DPDI exhibits tautomerism, a special form of structural isomerism, since the two H atoms in-between the N atoms jump from one side to the other at room-temperature, changing the arrangement of the imine and amine groups. The energy barrier for such structural changes could be analyzed by ab initio transition state calculations but this is very demanding in terms of computing time. Since the DPDI molecule in its semiquinoidal form 1 is only surrounded by a ring of H atoms and does not exhibit a strong quadrupole moment as PTCDA, it will essentially interact via van-der-Waals interaction with other molecules when deposited on a substrate.

4.3 DPDI on Cu(111) - Linear Chains

Unless otherwise stated, the experiments described in the following were performed in the same Nanolab multi-chamber UHV system as used for the experiments of the previous chapter. The Cu(111) and Ag(111) single crystals were cleaned and prepared by repeated Ar$^+$ ion sputtering (800 eV, $4 \times 10^{-7}$ mbar, 20 – 15 min) and subsequent annealing at 600 – 700 K and 870 K, respectively, via resistively heated stubs for about an hour. This standard procedures lead to clean and flat surfaces. In the molecule deposition chamber the DPDI molecules were sublimed from a resistively heated tantalum crucible at about 200$^\circ$C. During deposition the substrate was kept at room temperature and a custom-built quartz microbalance was used to measure the deposition rate. Annealing of a covered sample was performed in the ESCA chamber with the external filament of the manipulator, which - in contrast to the stub internal filaments - is heating the whole manipulator head. This allows for a better temperature repeatability while the temperature is measured via a thermocouple connected to the manipulator head. The samples were investigated with our home-built STM operated at room temperature. All STM images were obtained in constant-current mode.

If one deposits DPDI on atomically clean Cu(111) or Ag(111) surfaces and checks the results with an STM, no ordered structures can be found for submonolayer coverages prior to annealing. Only a highly mobile 2D gas phase of DPDI is present on the surface. If exactly 1 ML of DPDI is deposited and scanning conditions are good, different rotational domains of a tiled pattern with a rectangular unit cell of 0.92 nm$\times$1.3 nm can be found on the whole surface. This arrangement is controlled by the molecular shape of DPDI, whose size approximated with van der Waals radii is similar to the dimensions of the unit cell found. In the following, one monolayer of DPDI corresponds therefore to the amount of molecules that is needed to cover the complete surface with flat lying molecules and corresponds to 0.84 molecules per nm$^2$. The high mobility of DPDI on the metal surface is unsurprising as there is no possibility for lateral intermolecular interactions other than van-der-Waals forces. In principle, the amine functional endgroups of 1 might act as hydrogen-bond donors. However, an appropriate acceptor functionality is missing, since the molecule is surrounded by a ring of hydrogen-saturated C and N atoms. The nitrogen atoms of the imine and amine endgroups also do not bind to the
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surface or otherwise influence the electronic structure of the molecule in a way which would increase the diffusion barrier $E_D$ for the molecules and lead to a registry with the corrugated energy surface of the substrate. For the similar PTCDA molecules on Ag(111), for example, it is known that the electron-withdrawing carboxyl groups of PTCDA enhance the $\pi$-bonding to the metal support, thus locking the molecules into specific sites and orientations. Additionally, the carboxyl oxygen binds to the surface and PTCDA has a strong quadrupole moment. Thereby self-assembled islands of PTCDA on Ag(111) [183–185] are formed.

As will become apparent in the following discussion, the deposited DPDI molecules will be chemically modified on the Cu surface while annealing at 300°C. Whereas on the Ag(111) surface such structures as presented below could never be observed, since annealing caused the desorption of the molecules before any reaction could take place. Therefore all the following results are unique to the Cu(111) surface. In Fig. 4.2 STM images of 1 ML DPDI on Cu(111) after annealing are shown. The most obvious difference to an unannealed sample is the fact that the former rectangular unit cell changed to a rhombic one. This can be clearly seen from the STM image in Fig. 4.2 right in which the unit cell is superimposed. The parameters of the unit cell have been achieved by averaging over several STM images of different size and from different samples. In overview STM images like the one in Fig. 4.2 left six different rotational domains are observed, while the minimum angle between two domains is about 22°. The domains exhibit a one-dimensional moiré pattern with the modulation running along the short unit cell direction. Such modulated structures are often observed with STM in the case of lattice-mismatched systems consisting of substrate and adsorbed layer. For example moiré patterns were observed for monolayer graphite on metal substrates [186,187]. Such patterns are often explained in the simple picture, that the superposition of two periodic

Figure 4.2: (left) STM image of 1 ML DPDI deposited on Cu(111) and annealed at 300°C showing different domains. (right) Zoomed STM image with the adsorbate unit cell superposed.
structures having different periodicities leads to beating in the electronic structure similar to the beating known for the superposition of two waves with slightly different frequency. However, the complete picture is more complicated and two publications by Kobayashi [188, 189] give an excellent theoretical introduction to the problem.

Following these argumentations, the observed periodicity of 6 from one bright (large apparent height) molecule to the next bright molecule indicates a 6 x 1 coincidence supercell along the short direction of the adsorbate unit cell in our case. With this indication in mind, the LEED experiments described in the following could be evaluated and the superstructure could be understood.

![Figure 4.3: Surface structure determination of 1 ML DPDI on Cu(111) annealed at 300 °C. LEED patterns of the sample taken with (a) 7 eV and (b) 50 eV beam energy. (c) Superstructure model with coincidence supercell and mirror unit cell (green). (d) Simulated LEED pattern for comparison.](image)

In order to better determine the superstructure LEED measurements of 1 ML DPDI

---

1The emphasis on electronic structure should be noted here: Since the corrugation of such moiré patterns is much higher than the atomic corrugation of the surface and such patterns haven’t been observed by AFM yet, the phenomenon cannot be solely explained by small atomic displacements.
on Cu(111) were carried out after annealing at 300°C. Fig. 4.3a and 4.3b show two LEED patterns: The one at 7 eV shows the first diffraction order of the molecular adsorbate structure, the other one at 50 eV shows the first diffraction order of the Cu(111) substrate. For a better visibility of the first order adsorbate diffraction spots the sample has been slightly turned away from normal incidence conditions. In Fig. 4.3a and 4.3b, the real space adsorbate structure and a simulated LEED pattern obtained with LEEDpat2 [190] is shown. As a starting point the averaged unit cell values from the STM data ($r_1 = 9.35 \text{ Å}; r_2 = 12.92 \text{ Å}; \gamma = 67.94^\circ$) have been used. The complete pattern is constructed by mirroring the adsorbate structure along the [T01] substrate direction (shown green in the upper right part of figure 4.3) and allowing three rotational operations by $120^\circ$ due to the threefold substrate symmetry. By comparison of the simulated with the real pattern the real matrix notation of the superstructure is found to be

$$ M = \begin{pmatrix} 4 & 0.8333 \\ 4 & 6 \end{pmatrix}, $$ \quad (4.1)

which relates the two adsorbate lattice vectors $b_1$ and $b_2$ with the substrate lattice vectors $a_1$ and $a_2$ via

$$ \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} = M \cdot \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}. $$ \quad (4.2)

Herein, $a_1$ and $a_2$ point in the [101] and [T01] directions of the substrate.

The fact that one number of the matrix is a rational number indicates that the adsorbate lattice and the substrate lattice are rationally related lattices [56]. From the STM moiré patterns and the fact that $6 \cdot 0.8333 = 5$ - an integer number - it is concluded that the unit cell of the combined adsorbate-substrate system (shown slightly transparent in Fig. 4.3) is 6 times the adsorbate unit cell. This larger unit cell generates the so-called coincidence lattice. Following the conventions of [191] one speaks of a point-on-line coincidence of type IA. According to the criteria suggested therein this is an indication for rather low molecule-substrate interactions. The general wood notation [55]($r_1 = 9.3210 \text{ Å}; r_2 = 13.4933 \text{ Å}; \alpha_1 = 11.39^\circ; \alpha_2 = 79.11^\circ$) of $M$ with an inner angle of $\alpha_2 - \alpha_1 = 67.72^\circ$ compares well to the STM results noted above, which were used as a starting point for the LEED evaluation.

### 4.4 DPDI on Cu(111) - Hexagonal Networks

For lower surface coverages, only a mobile 2D gas phase can be imaged at room-temperature before annealing. After annealing at 300°C, however, the mobile monomers aggregate to give a well-ordered 2D open hexagonal or honeycomb network as displayed in Fig. 4.4. Large arrays of ordered honeycomb islands are found, as can be nicely seen in the large scale STM image on the left.

The image on the right of Fig. 4.4 suggests that the hexagonal network features carpet growth across step edges as known for thin NaCl islands [192–194] on metal substrates. However, the observed honeycomb structure across the step edge is actually due to a strain relaxation along glide planes of the crystal very common for the rather soft Cu single crystals. This is concluded from an overview image of this region, where it
is observed that another boundary step edge of the terrace in STM image is running under an angle of exactly 60° towards the step edge shown. Most probably, this strain relaxation took place after the hexagonal network was formed and while the sample was cooling down from the 300 °C annealing temperature.

From the small inset of the right part of the figure it can be seen, that 3 molecules arrange in a way that their short sides point against each other. 6 molecules then build up a pore leaving an uncovered Cu surface in its center. Since the periodicity of the network was determined to 2.55 nm, as will be shown in the following section, and if we assume the width of one molecule as 0.93 nm (determined from the unit cell parameter of the monolayer arrangement) the pore diameter of this nanoporous network is in the order of 1.62 nm.

Based on the STM data and the information obtained from the LEED pattern shown on the left of Figure 4.5 a commensurate arrangement of the DPDI monomers with regard to the Cu substrate is determined. The nine adsorbate diffraction spots in-between the hexagonal substrate spots indicate a primitive (10x10) unit cell for the adsorbate superstructure. This leads to a lattice constant of 2.55 nm for the superstructure, since the lattice constant of the substrate lattice is the nearest-neighbour distance of copper with 2.55 Å.

The unit cell of this open hexagonal structure is made up from a basis consisting of 3 molecules which are rotated by 120° with respect to each other (see Fig. 4.5). From symmetry considerations the DPDI molecules should adsorb on top sites of the copper

---

Figure 4.4: (left) STM height image of ≈ 0.6 ML DPDI on Cu(111) after annealing at 300 °C. (right) STM image apparently showing carpet growth across a step edge. (small inset) Porous network with a periodicity of 2.55 nm. By subtracting the width of one molecule (0.93 nm) determined in the previous section this results in a pore diameter of about 1.62 nm.
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Figure 4.5: (left) LEED pattern of a maximum of 0.7 ML of DPDI/Cu(111) after annealing at 300°C. (right) Model of the hydrogen bond supramolecular network with a hexagonal unit cell and a lattice constant of 2.55 nm. The basis of the adsorbate lattice consists of 3 molecules rotated 120° against each other. Therefore, each DPDI monomer is connected to 4 other monomers.

substrate, since other adsorption geometries would lead to inequivalent adsorption sites for the 3 basis molecules; in particular the end groups would then adsorb at different adsorption sites. Due to the similar symmetries of substrate and adsorbate, there only exist translational domains. Consequent to the p(10x10) superstructure the nucleation of an island can start at several inequivalent Cu atoms. This may lead to many small ordered islands with many domain boundaries in-between instead of one big islands. During our studies we found out that we are able to increase the islands size by modifying the annealing process. Normally, annealing was carried out by setting a certain heating power (filament current) and waiting for about 45 – 60 min until the annealing temperature of 300°C was reached. After the temperature was reached the heating power was immediately switched off and the sample was left cooling down on the manipulator. For the modified annealing process we prolonged this cool down process by adding an hour with half the heating power after reaching the 300°C, which finally led to quite big ordered islands.

Once cooled down to room-temperature, the network exhibits an extraordinary stability as is reflected by its inertness towards manipulation of individual monomers with the STM tip. Moreover, in LEED experiments which were performed while annealing the sample the diffraction pattern of the overlayer persisted up to a temperature of 450°C. Further increase of the temperature resulted in an irreversible destruction of the hexagonal perylene network. This does not necessarily mean that monomers of the structure get mobilized at such high thermal energies, but rather that their probability to be included in the ordered structure is still higher than the probability to remain in the 2D gas phase, which indicates high nucleation energies of the hexagonal structure.
4.5 DPDI on Cu(111) - Trimeric Bowls

For geometrical reasons, the honeycomb structure described above can only exist up to a maximum coverage of 0.7 ML. It was therefore of interest to assess if and how the structure changed upon going to higher surface coverage. And thus, a final step of probing the concentration dependence of DPDI assemblies, was to prepare a sample with a coverage of \( \approx 0.85 \) ML. Upon annealing at 300°C trimeric structures in the form of rings are identified as shown in Fig. 4.6. As expected for the higher coverage these rings are packed more densely on the surface than the honeycomb network discussed above.

![Figure 4.6: Series of STM images of 0.85 ML DPDI deposited on Cu(111) and annealed at 300°C. The blue and green dashed circles exemplarily highlight areas where a trimer is formed. The yellow dashed circle marks a trimer which breaks open during the course of the STM sequence.](image)

In contrast to the monolayer and the honeycomb structure, a dynamic equilibrium is observed since the trimeric structures are not stable. As designated by the dashed circles in Fig. 4.6 this is evidenced by the observation of a dynamic equilibrium of ‘open’ and ‘closed’ structures (trimers, chains and individual molecules) upon subsequent scanning of the same sample area at room temperature. Nevertheless, the trimers must be energetically more favourable than the linear chains at high coverage as observed for the monolayer. Otherwise the surface would be partially covered with the linear chain structure and the remaining space would show the energetically most favoured honeycomb structure.
4.6 Discussion

Due to its redox convertability explained in section 4.2, DPDI lends itself to chemical modification during annealing subsequent to its controlled deposition on metal surfaces and thus to significant changes in its intermolecular interactions.

The assembly of the observed honeycomb networks can be readily explained by a dehydrogenation of the DPDI monomers on the copper surface providing the autocomplementary compound 1b, in which the now modified N-functions may act as both H-bond acceptors and donors. The molecules thus link up via H-bonding with each DPDI monomer binding to a total of four neighboring monomers (Fig. 4.7) to form the honeycomb network. Hydrogen bonding between the N-functions is consistent with the structural data from STM and LEED experiments from which an N—N distance of about 3.1 Å is derived. This distance is within a standard range of hydrogen bond lengths [195]. Additional evidence for the proposed chemical modification of compound 1 to 1b as a result of the annealing process at 300°C is given by XPS experiments before and after the thermolysis, which are described in detail in the following section.

![Image of hexagonal assembly of thermally generated 1b on a Cu(111) surface.](image)

**Figure 4.7:** Hexagonal assembly of thermally generated 1b on a Cu(111) surface.

Since it was not possible to observe a similar structure formation on Ag(111) by annealing, the dehydrogenation reaction of DPDI must be related to the higher reactivity of Cu compared to Ag. The Cu substrate may directly act as a catalyst for the dehydrogenation of DPDI and/or it sort of assists the reaction by hindering desorption from the
surface, because the adsorption energy of DPDI on Cu is higher than on Ag. First results on Pd(111) (Fig. 4.8) support the latter or at least indicate that the system is unspecific towards the catalyst in use: Before annealing, randomly distributed mobile DPDI molecules were imaged on Pd indicating a lower mobility as on Cu. After annealing, first initial nucleation stages of the hexagonal arrangement were observed, but the mobility of the dehydrogenated monomers was too low to form extended networks. Optimisation of the temperature treatment potentially might lead to extended assemblies also on the Pd surface.

![Figure 4.8](image.png)

**Figure 4.8:** (left) STM image (I=25 pA,U=−1.61 V) of mobile, unannealed DPDI on Pd(111). (right) STM image (I=20 pA,U=−1.61 V) of the same sample after annealing. The molecules are not mobile anymore and initial nucleation stages of an ordered structure can be observed.

Therefore a key requirement for the formation of the highly ordered network appears to be the free mobility of \( \textbf{1} \), and subsequently \( \textbf{1b} \) on the Cu(111) surface in order to attain the appropriate molecular arrangement and, secondly, the rather low molecular coverage on the metal support in order to accommodate the large hexagonal cavities in the two-dimensional network. Thus, as already stated, the honeycomb structure corresponds to a maximum coverage of 0.7 ML for geometrical reasons and trimers are formed at a slightly higher coverage. The formation of these trimers may be explained by the same dehydrogenation reaction as proposed for the honeycomb network yielding \( \textbf{1b} \). This compound, activated for H-bond formation, then forms the observed cyclic hydrogen bonded structure in a self assembly process which is modified by a characteristic change of the diffusion length at the higher 2D molecular density. For the steric, repulsive interactions between the inward pointing hydrogen atoms of the perylene trimer, the overall structure is expected to deviate from a strictly planar arrangement and is expected to adopt an overall bowl-shaped form, a notion which is also supported by the STM images (Fig. 4.6). Due to this steric interaction and due to the fact that each monomer is only hydrogen bonded to two neighboring monomers, a less robust structure of lower binding energy is expected in this case. This is evidenced by the observation of the dynamical equilibrium of 'open' and 'closed' structures (trimers, chains and individual molecules).
upon subsequent scanning of the same sample area at room temperature. Furthermore, it was observed that only two preferred orientations of the trimers relative to the substrate exist, indicating that the structure of the Cu surface potentially contributes to the stabilization of the cyclic trimer.

The least stable structure of the concentration dependent polymerization patterns, is the full monolayer of DPDI on Cu(111). In contrast to the mobile submonolayer phases of the monomer, there is little room for molecular reorientation upon annealing of such a densely packed and highly ordered molecular array. The result of the thermal annealing of a DPDI monolayer on Cu(111) at 300°C is displayed in Fig. 4.2 on the right. The STM revealed a zigzag chain structure of the polymer with the chains packing one alongside the other. These chains derive from the regular monolayer structure of the monomer by an apparently concerted "shearing" movement which is accompanied by shortening of the distance between adjacent molecular rows along the long molecular axis by about 1 Å. The same dehydrogenation reaction as for submonolayer coverage is thought to take place, resulting in each monomer being linked via H-bonds to four adjacent monomers. The moiré pattern in the STM images, as well as the LEED patterns of section 4.3 indicated that the molecular arrangement obtained in this annealing process does not interact strongly with the substrate. Weak interaction is tantamount to a higher potential energy and therefore this is well in line with statement that the monolayer arrangement is the least stable one.

**Figure 4.9:** STM images (70 × 70 nm$^2$) of the same sample at different phases of sample preparation. First, the honeycomb network was prepared (a) and subsequently 0.15 ML DPDI were deposited (b). The additional DPDI molecules form a mobile phase on the bare Cu substrate and some are trapped in the pores of the honeycomb network. Annealing this sample again at 300°C converts the mobile phase into a solid phase because of dehydrogenation of DPDI, thus resulting in an enlargement of the honeycomb network (c). Individual molecules remain trapped within the network. However, the characteristic confined mobility disappears after annealing.

Direct evidence for the importance of the conversion of DPDI to 1b, and thus the formation of a monomer capable of forming two dimensional H-bonding networks, was obtained by depositing the equivalent of 0.15 ML additional DPDI onto the previously prepared honeycomb network (see Fig. 4.9). These additional monomers in their initial, non-dehydrogenated form are not assembled into the existing honeycomb network at room temperature, because the area covered by the network did not increase. Instead,
the additional monomer molecules give rise to a mobile 2D gas phase on the free metal surface, as found for submonolayer coverage prior to thermal treatment. Other DPDI molecules are also trapped randomly in the hexagonal cavities of the honeycomb network, in which they are still mobile, as can be deduced from their blurred appearance in the STM images. Extension of the honeycomb structure only occurs after a second annealing process, when part of the free metal surface gets covered with the honeycomb network.

As stated above, once the hexagonal network was formed it was very stable in terms of manipulation of single monomers and in terms of thermal stability. This considerable stability of the hexagonal network together with its commensurability with the Cu surface may be attributed to a combination of resonance assisted hydrogen bonding (RAHB) [196–198] and a strong interaction with the copper support. RAHB designates the amplification effect of a cooperative hydrogen-bond interaction, which leads to increased binding energy if a molecule exhibits hydrogen-bond donor and acceptor functions coupled over a resonant (mesomeric) structure. This means if one of the autocomplementary monomers \(1b\) has established a hydrogen-bond towards another monomer as a donor (acceptor) partial charge is shifted across the \(\pi\)-orbital of the two imine groups and its ability to act as an acceptor (donor) is increased. An example for RAHB interaction on surfaces is provided by the formation of guanidine quartets stabilized by cooperative hydrogen bonds [199, 200]. RAHB has also been suggested to contribute to the stabilization of Watson-Crick pairs between DNA bases [196]. Inspired by the extraordinary stability of the network we tried to probe its limits and chemically break the network by offering another hydrogen-bond acceptor molecule. The ideal candidate for this purpose most probably is the PTCDA molecule with its carboxyl groups already described above. Therefore PTCDA was subsequently deposited on the sample after the standard preparation of the honeycomb network on the Cu(111) sample; with the astonishing result that PTCDA did not break the network even after extensive annealing. Finally, PTCDA desorbed again whereas the DPDI network stayed untouched.

These findings indicate that the highly robust honeycomb networks can conveniently be used as a template to arrange or to trap molecules which can be even larger than the DPDI monomers, as will be shown in following sections.

### 4.7 XPS Measurements

The idea behind XPS measurements on the DPDI-Cu(111) system was to check, if it would be possible to see any differences in the chemical shift of the nitrogen core levels before and after annealing due to the proposed dehydrogenation of the DPDI molecule. As described in section 2.3 the binding energies of core levels of atoms are influenced by their valence electrons and thus their chemical environment. Since the tautomerization of DPDI takes place on a timescale much slower than the photoemission of electrons, the unoxidized form of DPDI (1 in Fig. 1.1) should therefore show two different N1s core level binding energies: One for the amine and one for the imine group.

In the upper part of Fig. 4.10 three XPS spectra of the N1s binding energy region are shown, which were recorded in the Nanojunction laboratory of the Paul Scherrer Institute on a SPECS Phoibos 150. All spectra were taken with the Al \(K_\alpha\) x-ray source because a series of Auger peaks shifts in to this region of binding energy when the Mg anode is used.
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Figure 4.10: XPS spectra of (a) the clean Cu(111) substrate (b) DPDI on Cu(111) before annealing (c) DPDI on Cu(111) after annealing at 300°C. Traces (d) and (e) show the results of the background substraction described in the text, applied to traces (b) and (c).

Trace (a) is the spectrum for the clean Cu(111) sample. Another broad Auger peak is visible in this region, which slightly complicates the evaluation of the data set. Spectra (b) and (c) are recorded from a sample covered with about 0.7 ML of DPDI before and after the annealing process, respectively. Due to the low adsorption cross section of nitrogen and due to the Auger peak in this region, the spectra were taken at a timescale of about 2-3 hours. In order to exclude false interpretation of degradation effects due to beam damage, experiments were therefore done with and without a new sample preparation before the annealing step. The results of both experiments qualitatively showed the same results as presented below.

To avoid a further worsening of the signal to noise ratio, we had to forbear from just subtracting the trace for the clean substrate from the traces for the DPDI covered substrates. Instead, a smooth function was fitted to the shape of the clean background and later on subtracted. In the following the formula used to fit the background and peaks of the XPS data are derived. A measured photoelectron spectrum \( M(E) \) as a function of the binding energy \( E \) consists of a contribution from a primary function \( F(E) \) and a background function \( U(E) \):

\[
M(E) = F(E) + U(E).
\] (4.3)

The background function is mainly caused by secondary electrons which are excited by the emitted photoelectrons during their escape to and from the surface and by the photoelectrons themselves which lost kinetic energy due to these excitations. The definition
of the Shirley Background \[201\]

\[
U(E) = \int_0^E F(E')dE' + c \quad (4.4)
\]

therefore accounts that only electrons with higher binding energy (lower kinetic energy) of the primary spectrum \(F(E)\) can contribute to the background at a certain energy \(E\). With the assumption that the broad Auger peak doesn’t deviate strongly from a Lorentzian peak shape

\[
Lor(E) = \text{PeakHeight} \cdot \frac{\Gamma^2}{\Gamma^2 + 4 \cdot (E - E_0)^2} \quad (4.5)
\]

we can set \(F(E) = Lor(E)\) and therefore derive the following analytical expression for the background function \(U(E)\) in binding energy scale

\[
U(E) = \int_0^E \text{PeakHeight} \cdot \frac{\Gamma^2}{\Gamma^2 + 4 \cdot (E' - E_0)^2}dE' = \int_0^E \text{PeakHeight} \cdot \left[\frac{\Gamma}{2 \text{ arctan} \frac{2(E' - E_0)}{\Gamma}}\right]_0^E \quad (4.6)
\]

\[
= \text{PeakHeight} \cdot \left(\frac{\Gamma}{2 \text{ arctan} \frac{2(E - E_0)}{\Gamma}} + 0 \right) + Bg\text{Offset} \quad (4.7)
\]

With \(E_0\) being the position, \(\text{PeakHeight}\) the height and \(\Gamma\) the full width at half maximum (FWHM) of the peak. Alltogether the analytical fit function for the measured spectrum \(M(E)\) of the clean Cu(111) substrate becomes

\[
M(E) = \text{PeakHeight} \cdot \frac{\Gamma^2}{\Gamma^2 + 4 \cdot (E - E_0)^2} + \text{Yield} \cdot \text{PeakHeight} \cdot \left[\frac{\Gamma}{2 \text{ arctan} \frac{2(E - E_0)}{\Gamma}}\right] + \text{BgOffset} \quad (4.8)
\]

where \(\text{Yield}\) is a factor representing the secondary electron yield and \(\text{BgOffset}\) is a constant background factor due to other features in the spectrum and the usual detector background.

After fitting equation 4.9 to trace (a) of Figure 4.10, the resulting function was scaled with a linear prefactor to fit traces (b) and (c). After subtracting these functions the N1s peaks are clearly visible and it was tried to fit the actual N1s peaks to a product of a Gaussian and Lorentzian peak with the mixing parameter \(m\)

\[
GaussLor(E) = \text{PeakHeight} \cdot e^{-4 \cdot (1 - m) \ln 2 \frac{(E - E_0)^2}{\Gamma^2}} \cdot \frac{1}{1 + 4 \cdot m \frac{(E - E_0)^2}{\Gamma^2}} \quad (4.10)
\]

But the signal to noise ratio was not good enough and the two additional fit parameters therefore lead to a strong fit dependence on the initial values. Therefore, only Gaussian shaped peaks were fitted to the data.

In trace (d) (DPDI/Cu(111) before annealing) the two peaks at positions \(E_1 = 399.68\text{ eV}\) and \(E_2 = 397.86\text{ eV}\) are clearly visible, whereas after annealing (trace (e))
only the peak at \( E_1 = 399.36 \text{ eV} \) is left. The value of the intensity/peak area (before: PeakArea1 = 1768, after annealing: PeakArea1 = 2781) increased by approximately the amount of the peak area of the vanished peak from trace (d)(PeakArea2 = 1039). This observation further corroborates the suggested dehydrogenation model set up earlier. Before annealing the different chemical shifts for the imine and amine nitrogen atoms lead to the observed splitting of the N1s peak due to the different constitution of the valence orbitals around the nitrogen atoms. After annealing at 300°C, where the dehydrogenation of DPDI is induced, the end groups of the resulting molecule (1b in Fig. 4.1) are only imine groups and therefore only one chemical surrounding of the nitrogen atoms exists in the self-assembled structure (Fig. 4.7). For calculation of the exact chemical shift, or better the N1s core level binding energy, a very demanding ab initio density functional calculation with a core hole pseudo-potential is necessary. However, the known [202] electronegativities of hydrogen, carbon and nitrogen rationalize the chemical shifts observed with a simplified chemist’s model of the photoemission process.

![Figure 4.11: Chemical shift of N in amine and imine groups. Due to the different electronegativities of the elements the partial charge of N in an amine group is slightly more negative than in an imine group.](image)

The Pauling electronegativities \( \chi_P [203] \) for N, C and H are 3.04, 2.55, and 2.20, respectively. Thus, of the 3 electron pairs involved in the covalent binding of the N atom in the amine group, the 2 electron pairs towards the H atoms are attracted strongly towards the N due to the high electronegativity difference of \( \Delta \chi_P = 0.84 \) between N and H. Since the difference \( \Delta \chi_P = 0.49 \) between C and N is lower compared to N and H, the covalent bond towards the C atom is less asymmetric. An imine group features a single N-H bond and a double bond between C and N. Like the C-N single bond, this double bond is rather symmetrically spread between C and N, and the valence electron density around the imine N is therefore lower, than in the amine group (see Fig. 4.11). For a photoelectron which is emitted from an unperturbed N1s core level less energy to leave the nitrogen atom of the amine group, since it is repelled by a higher valence electron density, compared to the imine group. Consequently, the binding energy of the N1s core level of the amine group should be lower than the one of the imine group. With this line of argument our findings are consistent with the proposed dehydrogenation model, because the N1s peak which remains after annealing is the one at higher binding energy - and thus the one of the imine end group.
In principle one would also expect different chemical shifts for the core levels of the carbon atoms of DPDI. Before annealing the stochiometry of chemically different carbon atoms is 2:2:8:8 as can be deduced from Fig. 4.1. After annealing this stochiometry should be changed to 4:8:8, giving a ratio of 1:2:2 for the strong C1s peak. Unfortunately, no splitting of the carbon peak could be observed with our lab based XPS setup. Nevertheless, this is not a contradiction to the above statements, as the expected chemical shift would be small due to the smaller electronegativity difference of nitrogen and carbon. Additionally, all carbon atoms of DPDI are part of the large large π-system. The influence of the valence orbitals on the carbon core levels is hence further smeared out.

4.8 Co-adsorbed Mixtures of DPDI and PTCDA

If PTCDA was deposited after the hexagonal network was formed by annealing at 300°C, it was not able to break the network and incorporate itself, as already stated in section 4.6. This is different for a co-adsorption of DPDI and PTCDA on Cu(111). Such a sample was prepared by first depositing DPDI and then directly afterwards, while DPDI is still in its highly mobile precursor form [1], PTCDA was deposited. The results of such an approach are presented in Fig. 4.12.

![STM images of a mixture of DPDI and PTCDA (ratio about 1:1) co-adsorbed on Cu(111). All images show the same sample at different phases of sample preparation: (a) not annealed (I=14 pA, U=−1.8 V) (b) after annealing at 300°C (I=16 pA, U=−2.07 V) and (c) after annealing at 358°C (I=19 pA, U=−2.28 V).](image)

As can be seen from Fig. 4.12, DPDI and PTCDA intermix and form a ladder like structure, with the rungs or crossbars of the ladder appearing brighter and larger than the molecules forming the stand of the ladder. Because have yet not been able to carry out useful LEED measurements of this sample the exact parameters for the unit cell could not be deduced. From some STM images it looks as if the unit cell of this structure is slightly rhombic or that the rung molecules are slightly distorted from a perpendicular orientation with regard to the stand molecules. Based on the initial idea to covalently link the constituent molecules of a self-assembly, the sample was annealed in order to induce a polycondensation reaction between DPDI and PTCDA under the release of H₂O. However, after annealing the sample at 300°C the ladder structure persisted.
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The far most evident application of a porous and very stable honeycomb network as the one formed by DPDI is the possibility to trap other molecules inside. The feasibility of such a trapping was already shown for the subsequent deposition of DPDI in Fig. 4.9. However, the most obvious choice of a molecule to be trapped inside cavities is the fullerene \( \text{C}_{60} \) molecule (Fig. 4.13) as shown recently by Theobald et al. [160, 205]. After its discovery in 1985 [206] and after the emergence of efficient methods for its synthesis [207], it is one of the best known molecules in terms of adsorption on surfaces and thin film growth to date. To a large extent this is partially due to the fact that the handling of \( \text{C}_{60} \) under UHV conditions is straight forward. Additionally, \( \text{C}_{60} \) was successfully used for different types of postioning experiments on the surface with the STM tip [208, 209] and even an electromechanical amplifier was demonstrated [210, 211]. By pressing a \( \text{C}_{60} \) molecule with the metallic tip of the STM a small force is applied, which distorts the molecule and thereby shifts the molecular orbital energy levels. This shift modulates the tunneling current through the \( \text{C}_{60} \) and can thus be used as an amplifier.

Another class of well studied molecules in surface science in general and specifically in STM investigations are porphyrin molecules and their derivatives. A porphyrin is a heterocyclic macrocycle made from 4 pyrrole subunits linked on opposite sides (\( \alpha \) position) through 4 methine bridges. In the inner cavity formed by the 4 N atoms a center metal atom can be inserted via coordination bonding. An interesting feature of porphyrin molecules is the fact that organic synthesis is very advanced for these molecules. Therefore, a number of porphyrins with different metal atoms in the center or different peripherical substituents are commercially available. For example, porphyrins to which four diterbutylphenyl substituents were attached have been successfully used for
the first controlled lateral manipulation of molecules at room-temperature [212]. During our studies it turned out that octaethylporphyrins (OEP) (Fig. 4.13 right), whose substituents consist of ethyl legs, fit conveniently in the cavities formed by the DPDI honeycomb network. Both OEPs with a Cu and a Zn center metal ion were used for trapping experiments. However, both OEPs show the same behaviour for these experiments since their size, the relevant feature for trapping, is equal and from now on are not distinguished anymore.

4.9.1 C60 and OEP at Room-temperature

Fig. 4.14 shows STM images of C₆₀ and OEP subsequently deposited on the previously prepared honeycomb network. Both, C₆₀ and OEP, are trapped and statistically distributed in the network, but still show some mobility inside the pores. This can be seen from the partially disrupted zig-zag appearance of the C₆₀ inside the cavities along the slow scanning direction. This appearance is due to temperature activated or induced molecular motion while the STM tip is scanning across the surface. Nevertheless, the C₆₀ cannot escape from one cavity to another. It is known that a large charge transfer (about 0.8 e⁻) from the metal substrate to C₆₀ takes place [213] which leads to a strong interaction with the surface. Therefore the probability for a C₆₀ to jump from one pore (energetic minimum) to another is low across the high energy barrier formed by the cavity walls of the DPDI network.

Such a confined mobility inside a pore can also be observed for OEP. The blurred appearance of the OEP is a clear indication that still considerable movement exists, as e.g. the rotation or translation of the whole molecule. Furthermore, the motion can be also due to a wobbling or breathing motion of the legs. One might object that the blurred appearance of OEP is its intrinsic STM appearance, but from earlier studies of Luca Ramoino [67] and from experiments at low temperature we know that it is possible to resolve the eight ethyl legs of OEP.

Outside the honeycomb network, however, the behaviour of C₆₀ and OEP differs. The OEP molecules which are not trapped inside the honeycomb network give rise to a mobile 2D gas phase on the bare metal surface. Like the subsequent deposition of unreacted DPDI molecules presented in Fig. 4.9 of section 4.6 this mobile phase is imaged as a characteristic streak noise pattern (compare the area outside the network in
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Figure 4.14: (left) STM image (I=30 pA, U=−1.56 V) of C₆₀ trapped in the DPDI honeycomb network on Cu(111) at room-temperature. (right) STM image (I=20 pA, U=−1.1 V) of OEP trapped in the DPDI honeycomb network on Cu(111) at room-temperature.

Fig. 4.14 right with the one in Fig. 4.9b). The mobile phase of OEP on Cu is well in line with earlier findings of Ramoino [67] and is a clear sign for small attractive interaction between adsorbed OEP molecules. In contrast, C₆₀ exhibits high attractive molecule-molecule interactions, because it does not fill a mobile phase but instead C₆₀ forms islands on Cu(111) [214](also compare Fig. 4.15 in the following section). These strong molecule-molecule interactions of C₆₀ originate from its frontier π-orbitals which extend out of the carbon cage and lead to significant attractive van-der-Waals interactions due to polarization fluctuation waves on the molecule [215]. Therefore no streak noise is observable in Fig. 4.14 left and one can image the bare metal surface outside the network.

4.9.2 C₆₀ and OEP at 77 K

Versus the end of my thesis, we received a commercial low-temperature STM from Omicron and therefore had the possibility to do low temperature experiments. Samples which were prepared in the same way as described in the previous section were investigated with this instrument at 77 K - liquid nitrogen temperature. The resulting STM images are shown in Fig. 4.15 and interesting features are visible on these two images.

The STM image of subsequently deposited C₆₀ molecules shows a small island of about 10 C₆₀ molecules assembled in the typical hexagonal close packed pattern. This visually confirms the statement made earlier about the attractive molecule-molecule interaction of C₆₀. The molecules trapped inside the cavities of the network do not show a zig-zag appearance anymore at these low temperatures. Probably, the dragging effect of the STM tip is only possible for C₆₀ molecules already slightly excited by the coupling to the phonon bath of the substrate at room-temperature.
In the case of OEP, whose intermolecular interaction is rather weak, the diffusive process of the OEP molecules on the free metal area is nearly frozen and single molecules are visible at 77 K. Again the zig-zag appearance of these molecules indicates that they are still mobile. However, some OEP molecules are pinned at the edges of the hexagonal DPDI islands and their eight ethyl legs are nicely visible. Since pinning is mainly observed at the linking position of two marginal 1b monomers, it is probable that hydrogen bonding towards the ethyl legs is involved in this interaction. The fuzzy appearance of the OEPs trapped in the network indicates that the OEP molecules still have a considerable mobility inside the pores.

### 4.9.3 OEP Switching

It can be interesting to access the properties of molecules with low molecule-molecule interactions trapped in the porous network since those measurements would not be possible without trapping due to their high mobility as shown in the previous section.

If the tip of the STM is laterally placed above a trapped OEP molecule and the height signal is recorded with the feedback loop turned on, a bi-state signal is observed. Such a signal is shown in Fig. 4.16 left with a time resolution of 20 ms for each data point. Clearly distinct from the inherent noise level of the STM, the rising and falling edges of switches between two fixed heights are visible. Depending on the exact position of the tip and the tunneling conditions the height difference between the two plateaus is about 0.05–0.10 Å. These switching events can be best observed if the tip is placed a little bit off center of the OEP, above the ring of legs of the molecule. If the feedback loop of the STM tip is switched off and the z-height is held constant the switching behaviour consequently appears in the current signal. This fact assures that the measured features are not just
4.9 Trapping Subsequently Deposited Molecules

artefacts of the feedback loop. However, an influence of the response parameters of the loop on the observed height difference is not excluded.

Figure 4.16: Observation of small molecular motion of trapped OEP. (left) Bi-state $z$-signal plotted against time while the tip was placed above a trapped OEP molecule at $I=20 \, \text{pA}$ and $U=-1.5\, \text{V}$. (right) Arrhenius plot of the number of switching events per second for the determination of the energy barrier and of the exponential prefactor.

On the basis of these observations, one might speculate that the OEP molecule with its eight ethyl legs rotates (bi-directional or uni-directional) in the DPDI pores and thus the ethyl legs cause the difference in height and conductivity respectively. If a rotation of the molecule is assumed the DPDI network would then represent a stator with a six-fold symmetry and the OEP would represent the anchor with a four-fold symmetry. However, the zig-zag appearance of trapped OEP molecules at these temperatures (Fig. 4.15 right) suggests that the OEP molecules are slightly smaller than the DPDI cavities and therefore have the possibility to carry out translational movements. Also, wobbling or breathing motions of the OEP molecules are imaginable. Anyhow, without further information or experiments the underlying motion will stay subject to speculations. A possible solution would be to perform the same experiment with ethylporphyrins which, instead of eight ethyl legs, do have a reduced number of legs preferably distributed in an asymmetric way around the porphyrin core. This could help to clearly identify an induced uni-directional rotation.

Since the experiments in this section were done with the Omicron LT STM we had the possibility to counter heat and perform measurements at different temperatures. After these were carried out, the average number of switching events per second were counted manually from the measured signals and the results are shown in the Arrhenius plot in Fig. 4.16 right.

As already described in chapter 2 the temperature dependence of the attempt frequency $h$ for a diffusive process follows an exponential law

$$h = h_0 e^{-\frac{E_D}{kT}}, \quad (4.11)$$

where $h_0$ is the so-called pre-exponential constant and $E_D$ is the activation energy barrier. By taking the logarithm of equation $4.11$ it follows the standard function of an Arrhenius plot

$$\ln h = \ln h_0 - \frac{E_D}{kT}, \quad (4.12)$$
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in which \( \ln h \) is plotted against \( 1/kT \). The slope of the Arrhenius plot in Fig. 4.16 (right) therefore corresponds to the energy barrier \( E_D = 0.17 \pm 0.03 \text{eV} \). The cut with the ordinate axis determines the pre-exponential constant of the attempt frequency to \( 10^{11.5 \pm 2} \text{s}^{-1} \).

The energy barrier and especially the pre-exponential constant are probably underestimated. This is because at elevated temperatures (lower \( 1/kT \) values) switching events are missed due to the time resolution of the loop signal and because it gets more and more difficult to distinguish switching events from random noise of the signal.

![Figure 4.17: Bi-state z-signal of an individual OEP molecule at 80 K trapped in the network plotted against time for different current setpoints as indicated and a bias voltage of \(-1.5 \text{V}\). From the curves a tip-induced slow-down of the molecular motion can be deduced.]

As a final remark to these observations Fig. 4.17 shows the \( z \)-signal of an experiment at 80 K in which the lateral tip position and the bias voltage were kept constant. Only the current setpoint of the feedback loop was changed from 30 pA to 20 pA and finally to 10 pA. Reasonably, the tip is further retracted (higher \( z \) values) for a lower setpoint. The minimal slope of the curves is due to thermal drift caused by the counter heating of the STM. Interestingly, the signal at higher setpoints (smaller tip-sample distance) shows less falling and rising edges, which indicates a slow down of the OEP motion under the increasing tip influence. Unfortunately, this effect is not very prominent and cannot be regarded as a typical result yet. But additional experiments with an emphasis on this effect should provide clarification.

**4.9.4 Manipulation**

Manipulation of single atoms and molecules is the ultimate application reserved to STM or Scanning Prope Microscopes alone. First presented by J.A. Stroscio and D.M. Eigler [216], the new and fascinating approach to use the tip of an STM to move or otherwise manipulate single atoms and molecules soon became a general tool. The STM tip was even used to induce chemical reactions as e.g. the Ullman reaction [217]. For an overview of all the manipulations already realized the interested reader is referred to two reviews [218, 219] which concentrate on manipulation of larger molecules. In our case it was
interesting to figure out if and how trapped molecules could be moved from one pore in the DPDI network to another.

**Figure 4.18:** Sequence of STM images (I=90 pA, U=−0.47 V) recorded during a series of manipulation events of trapped C\textsubscript{60} and OEP inside a DPDI honecomb network at 77 K. The arrows indicate the movement of the STM tip, which was approached 0.40 nm to the surface while the feedback loop was turned off. The 3\textsuperscript{rd} image of the sequence was recorded with a C\textsubscript{60} attached to the tip apex which was previously picked up in the lower part of image 2. After completion of the scan of image number 3 the C\textsubscript{60} molecule was successfully dropped at the position marked with an X.

Fig. 4.18 summarizes a series of controlled manipulation events. These manipulations were carried out by switching off the feedback system and setting a negative tip lift value of 0.40 nm. This means that once the feedback is switched off the tip is approached 0.40 nm towards the sample surface. Herein, this distance is measured relative to the initial z-height, which is defined by the combination of current setpoint and bias voltage. Therefore the reproducibility of the manipulation is assured. The pushing motion along the directions of the arrows in Fig. 4.18 results in lateral positioning events of the C\textsubscript{60} molecules from one pore to another. This can be best seen by comparing image 4 and 5 of the sequence in which the central C\textsubscript{60} is manipulated into the pore to the lower right.

Normally, the feedback system is switched off while the tip is placed above an empty pore infront of the molecule which is going to be pushed. However, if the tip is placed directly above a C\textsubscript{60} molecule and the loop is turned off, the tip might occasionally pick up the molecule. This perpendicular picking of a molecule can be followed in the current
and height signals, because they change their characteristic noise when the molecule is picked up. Going back to scanning mode and recording an image gives a fuzzy looking image, as can be seen in image number 3 in Fig. 4.18. This is due to the modification of the tip by the C$_{60}$ molecule at its apex. The cross inside image 3 presents the position where the tip was placed after the completion of the image scan and the same procedure (switching off feedback several times) was used to place the C$_{60}$ molecule.

The series of STM images in Fig. 4.19 shows how such a C$_{60}$ manipulation can be used to fabricate a model system of a ball-bearing. The sequence shows how a C$_{60}$ molecule is moved on top of a OEP molecule. This bi-molecular system can be imagined as a solid ball suspended by the eighth ethyl legs of OEP. However, this construct is not very stable and difficult to prepare as can be seen by the failed try from image 5 to 6.

![Figure 4.19: Sequence of STM images (I=90 pA, U=−0.47 V) recorded during a series of manipulation events of trapped C$_{60}$ and OEP inside a DPDI honeycomb network at 77 K. The arrows indicate the movement of the STM tip, whose feedback loop was turned off and which was lowered 0.40 nm to the surface in manipulation mode. By moving a C$_{60}$ molecule on top of a OEP molecule the fabrication of a model system for a molecular ball-bearing is shown.](image)

The biggest difficulties of such positioning experiments is the fact that one does not have the possibility to manipulate and image at the same time. Due to thermal drift and the time-lapse approach of taking snapshot images before and after positioning events the experimentator is left in a situation where he/she does not have a realtime feedback about the current status of the surface while manipulating. However, the force-feedback system currently developed by Nanonis in collaboration with the Nanolab might help to overcome these difficulties. Herein, a force-feedback joystick is coupled to the feedback loop of the STM tip in order to control the movement of the tip in all 3 dimensions. Additionally, the error signal of the current is fed to a force-feedback system of the joystick which consists of several little electric motors. If the tip is lowered to the surface the error signal becomes large and the counter force exerted on the joystick is increased. The experimentator manipulating the joystick therefore has the perception to feel the surface and adsorbates during positioning events. In the case of AFM this analogy is not far fetched, because the forces exerted on the AFM cantilever can be scaled and fed to the force-feedback system.
4.10 Conclusions and Outlook

In conclusion, the deposition of 4,9-diaminoperylene-quinone-3,10-diimine 1 on a metal surface provides highly mobile submonolayer phases due to the impossibility of significant intermolecular interactions in two dimensions. However, thermally activated dehydrogenation leads to 1b which is autocomplementary and serves both as an H-bond donor and acceptor. This irreversibly leads to well-defined polymeric structures which can be controlled by the typical diffusion length between the activation of the precursor and its ”polymerization” which in turn is controlled through different amounts of initial monomer coverage. This reactive self-assembly represents a ”surface dilution principle” akin to the dilution principle in chemical synthesis [220–222]. The connectivity and the resulting dimensionality of the aggregates may be varied between 0D for the trimers and 2D for the hexagonal network. Once formed, these molecular surface assemblies are highly robust and therefore suitable for the construction of hierarchic structures by self-organization of subsequently deposited material.

The results presented for the successful trapping of C_{60} and OEP molecules in this thesis demonstrated the feasibility of such an approach and opened new possibilities for the investigation of single molecules which normally would not be accessible due to their high mobility at RT. As an example, the residual mobility of trapped OEP at 77 K gave rise to a bi-state current or z-signal, respectively. This bi-state behaviour was recorded by placing the STM tip above such a molecule. The energy barrier $E_D$ and the pre-exponential constant of the attempt frequencies were determined for such a system by taking data at various temperatures. For the first time, thermal excitations of molecular vibrations or motions within a supramolecular lateral confinement were investigated by STM. Since we have the possibility to confine different molecules inside the cavities, we might be able to probe individual degrees of freedom of single molecules. Such experiments with molecular systems may lateron help to understand the kinetics and thermodynamics of small devices.

Finally, lateral and perpendicular manipulation of C_{60} molecules from one pore to another was presented. The construction of a model system for a bi-molecular ball-bearing was achieved by controlled manipulation of a C_{60} molecule onto an OEP molecule.

In order to gain more insight into the mechanism involved in the reaction process and especially to better understand the reason for the strong resonance-assisted hydrogen-bonding (RAHB) of the hexagonal network, ab-initio calculations have been initiated in collaboration with the group of Prof. R. de Felice from Modena, Italy. Therefore, X-ray standing wavefield (XSW) measurements [223, 224] were carried out at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. The data analysis is still in progress and the results are thus not presented. The XSW method uses the nodes and antinodes of an X-ray standing wavefield above a perfect single crystal as a ruler to determine the adsorption height of an adsorbate. This value is most interesting for theoretical ab-initio calculations of adsorbates on surfaces since it allows the verification of the overall accuracy of density functional theory (DFT) calculations. Intrinsically to DFT, van-der-Waals forces, which are a major contribution to the interaction of the adsorbate with the substrate, are not included in such calculations. With the help of the experimentally determined adsorption height the exchange correlation approximations of DFT can then be tuned to match this height.
Other ongoing work towards a deeper understanding of the DPDI system are STS measurements, which are carried out on the PTCDA and DPDI mixtures on Ag(111). In combination with ab-initio calculations these measurements might help to elucidate the bonding mechanisms between DPDI and PTCDA in the ladder structure also observed on Cu(111).
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